QUASISTATIC EVOLUTION OF CAVITIES IN NONLINEAR ELASTICITY∗
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Abstract. We show the well-posedness of a free-discontinuity model in nonlinear elasticity allowing for cavitation. The model, based on global minimization, takes into account the nonin-terpenetration of matter and the inhomogeneities of the material. Then we prove the existence of a quasi-static evolution corresponding to this variational model that takes into account the irreversibility of the process of the cavity formation.
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1. Introduction. In elasticity theory, cavitation is the process of sudden formation of voids in a nonlinear elastic material, typically near-incompressible, that is subjected to a relatively large triaxial tension. It can be considered as a microcrack, and plays an important role in the initiation of fracture in rubber and ductile metals through void growth and coalescence (see [61, 55, 34, 31, 60, 28, 54]). Cavitation, which has mainly been observed in elastomers and metals, also appears in biological tissues [32].

The engineering and experimental literature on cavitation is rich, starting with the paper by Gent and Lindley [29], who brought the phenomenon of cavitation to the attention of the scientific community. In contrast, rigorous mathematical analyses for cavitation are relatively few. It was Ball [4] who presented the first well-posed mathematical model for cavitation in nonlinear elasticity. His model assumed radial symmetry and reduced the study to a singular ordinary differential equation. In this way, he interpreted cavitation as a bifurcation phenomenon. Based on his work, many studies in radial cavitation appeared covering not only the isotropic case of [4] but also other possible symmetries of the material; we refer to the review paper [40].

The assumption of radial symmetry was removed in the free-discontinuity model of M¨uller and Spector [51] based on global minimization, where the location of the cavity points and the shape of the cavity were not prescribed, but rather selected as an energetic competition between bulk energy and energy due to cavitation. This new cavitation energy, which is essential in order for the well-posedness of the problem, was chosen to be proportional to the perimeter of the image, and hence related to the new surface area created by the deformation.

An alternative well-posed model in cavitation was given by Sivaloganathan and Spector [57]: they prescribed the possible cavity points and assigned either no energy due to cavitation, or an energy depending on the volume of the cavity formed.

More recently, Henao and Mora-Corral [36, 37] proposed a model allowing for both cavitation and fracture, again in the variational context of nonlinear elasticity. Using
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tools from geometric measure theory, they defined a concept of new surface created by the deformation, and showed that the corresponding energy due to cavitation or fracture was proportional to the area of the created surface. Moreover, using the work by Conti and De Lellis [14] to cover the critical exponent, they showed in [38] that, when restricted to Sobolev deformations (so that cavitation was permitted but fracture was not), the model turned out to be essentially equivalent to that of [51].

We refer to the review papers [27, 40, 23] and the recent works [43, 62, 39] for further motivation and references.

In this paper we prove the well-posedness of a time-dependent mathematical model for void creation and growth, which is a preliminary step in order to study the subsequent coalescence and eventual fracture.

Time-dependent problems in cavitation have been studied in the contexts of elasticity and plasticity, with or without viscous effects. In particular, radial symmetry was assumed in [53, 12, 2, 9] and other prescribed geometries in [13]. We believe, however, that this is the first rigorous mathematical analysis for the time-dependent problem of cavitation that does not prescribe the location or shape of the cavity.

Our starting point is the above-mentioned static model of [38]. In this context, deformations \( u \) are assumed to be in the Sobolev space \( W^{1,n-1}(Ω, \mathbb{R}^n) \), where \( Ω \subset \mathbb{R}^n \) represents the reference configuration of the body, and \( n \) is the spatial dimension. They are also assumed to satisfy condition INV (see [51]) and be orientation preserving, i.e., \( \det Du > 0 \ a.e. \); these two conditions make up a version of the non-interpenetration of matter requirement that is specially suited for Sobolev deformations. In addition, an \( L^∞ \) a priori bound is also assumed.

The total energy in [38] was considered to be the sum of the elastic energy of the deformation \( u \) plus a term accounting for the process of cavity formation, which was called surface energy because it is proportional to the area of the surface created by the deformation. The choice of a cavitation energy as proportional to the area of the created surface is essential to make the problem well-posed (see [51] and the counterexample of Ball and Murat [7]). In addition, experimental, mechanical, and thermodynamical considerations [61, 30, 13, 31, 41, 28, 11, 63, 8] show the consistency of this choice, which is reminiscent of both Griffith’s [33] theory on fracture mechanics and the concept of surface tension in fluids.

We could also consider external body and surface forces in the total energy, but since their treatment is standard, we prefer to ignore them in order to simplify the exposition.

As for the cavitation energy, the model of this paper makes two deviations from other surface energies defined in the literature (in particular [51, 36, 38]). While the proposed cavitation energy is still proportional to the area of the surface created, in this paper we allow for inhomogeneities of the material, so that the constant of proportionality may vary from point to point where the cavity appears.

More importantly, we add a new source of cavitation energy, which is the energy of initiation of a cavity. Cavitation is an irreversible process (see [61, 23, 21] and in particular the loading-unloading diagram of [29]). Indeed, once a cavity has been formed, the shape and size of the cavity can change in time and even disappear macroscopically, but the cavity point in the reference configuration will ever remain as a flaw point. The initiation energy that we propose is capital in order to model the irreversibility of the cavity formation, and it presupposes a fixed amount of energy spent on the mere process of cavity formation. Said in terms of energy, the initiation energy is the only source of dissipation of energy, whereas all remaining energies involved (elastic, surface of cavitation) are conservative. We have not found in the
literature an analogue of this initiation energy, but it is compatible with irreversibility, dissipativity, and the fact that after the first loading producing the cavity and a subsequent unloading, the second loading requires less energy to achieve the same strain (see the diagrams in [29, 21]).

Thus, given a family of deformations \( \{u(t)\}_{t \in [0,1]} \) parametrized by the time \( t \), we will define the set \( S(t) \) as the union of the cavity points of \( u(s) \) when \( s \) runs over \([0,t]\). The energy of initiation of cavities will be expressed as an additive function \( S_0 \) depending on \( S(t) \), so that the function \( S_0(S(\cdot)) \) is increasing in time. As a matter of fact, our model allows only finitely many cavities, so that the function \( S_0(S(\cdot)) \) takes only finitely many values for a given family \( \{u(t)\}_{t \in [0,1]} \). This is still a free-discontinuity problem, since the location of the cavities is not prescribed, and neither is their shape. The conservative part of the energy at time \( t \) will depend only on \( u(t) \) and on the boundary conditions at time \( t \), but not on their history.

In this paper we prove the well-posedness of the quasi-static evolution problem associated to the above-mentioned static variational model. Our work is inspired by the quasi-static analyses for crack growth of [26, 16, 18, 42], which were themselves adaptations (or, sometimes, earlier particular cases) of the general scheme of rate-independent processes developed by Mielke and coworkers [49, 45, 48, 47, 44, 25] to the case of fracture mechanics. As in those papers, our approach to quasi-static evolution is based on three premises: global minimization, irreversibility, and energy balance. Global minimization states that for each time \( t \), the deformation \( u(t) \) is a minimizer of the total energy among all admissible deformations. Irreversibility is expressed in the fact that the set \( S \) of cavity or flaw points is increasing in time. Finally, energy balance states that the total energy of the state \( (u(t), S(t)) \) is an absolutely continuous function with respect to time, whose a.e. derivative can be computed through \( u(t) \) and the boundary conditions at time \( t \). In fact, that derivative can be given a meaning in terms of the work done by the surface forces (see [44, 16]); in our setting that work presents a peculiarity also involving the new surface created by cavitation and its mean curvature.

Apart from being a useful mathematical tool, quasi-static evolution is compatible with the experiments in [15], in which the creation of a cavity is almost instantaneous (less than 0.04 seconds), while the subsequent growth of the cavity is relatively slow. Indeed, quasi-static evolutions, much like in the context of fracture mechanics, can model both instantaneous creation of cavities and time-continuous growth.

The general scheme of the proof is standard and relies on solving a sequence of time-discrete problems and passing to the limit as the partition of the time interval becomes finer and finer. In particular, the general method and techniques of the proof are borrowed from Dal Maso, Francfort, and Toader [16]. Since, in addition, we deal with deformations that are one-to-one a.e. and orientation preserving, the techniques of Dal Maso and Lazzaroni [18] will also be needed. As in [16, 17], it is convenient to pass to the limit independently in the deformation \( u(t) \) and in the set \( S(t) \), and later prove that \( S(t) \) equals the union of the cavity points of \( u(s) \) for \( s \in [0,t] \).

The outline of the paper is as follows. In section 2 we present the general notation and recall the results of the static model for cavitation of [38] that will be used throughout the paper. Section 3 defines the energy spent on cavitation. It first modifies the model of [38] in order to allow for inhomogeneties in the material, and then adds an initiation energy for cavitation so that irreversibility can be considered. We prove the corresponding lower semicontinuity result for the cavitation energy.

The quasi-static model is analyzed in sections 4–12. Section 4 lists the assumptions on the stored-energy function, the cavitation energy, and the boundary condi-
It also states the main result of the paper (Theorem 4.2), which is the existence of a quasi-static evolution \( \{u(t)\}_{t \in [0,1]} \) starting at a given initial datum. Section 5 explains the reformulation of the problem to one with time-independent boundary conditions via composition with a diffeomorphism: \( u(t) = \psi(t) \circ v(t) \). The function \( \psi(t) \) is the boundary data, and for the rest of the paper the new deformation unknown will be \( v(t) \) instead of \( u(t) \). The energy functionals are redefined accordingly, and we show the properties that the new energy functionals inherit from the old ones. Section 6 defines the notions of convergence for sets and for functions that will be used in the subsequent analysis. We also prove the corresponding compactness and lower semicontinuity results, which will be used in section 7 to show the existence of minimizers for a given time. Section 8 presents the time discretization, while in section 9 we pass to the limit in the time-discrete minimizers as the partition becomes finer and thus obtain a family of deformations whose limit has fewer cavity points than the sequence itself, that is, in fact, a qualitative result on the time-discrete minimizers that is inside the proof of Proposition 9.3. This property allows us to prove easily in section 10 the so-called transfer property (see [26]) of Proposition 10.1, with which the stability of minimizers follows. This stability property (Proposition 10.2) states that \( v(t) \) is a minimizer of the energy at time \( t \). Section 11 establishes the energy balance, following the standard method (see [16, 18]). The proof of Theorem 4.2, done in section 12, easily follows and concludes the paper.

2. Notation and preliminary results. In this section we explain the general notation and preliminary results to be used throughout the paper. Special attention will be paid to the results on cavitation that follow from \([36, 37, 38]\).

2.1. General notation. We will work in dimension \( n \geq 2 \). Our basic object will be the deformation, which is a Sobolev map \( u : \Omega \to \mathbb{R}^n \) satisfying certain conditions. Throughout the paper, \( \Omega \) is a bounded open set of \( \mathbb{R}^n \) with a Lipschitz boundary representing the reference configuration of the body. Vector-valued and matrix-valued quantities will be written in boldface. Coordinates in the reference configuration will generically be denoted by \( x \), and coordinates in the deformed configuration by \( y \).

The closure of a set \( A \) is denoted by \( \overline{A} \), and its boundary by \( \partial A \). Given two open sets \( U, V \subseteq \mathbb{R}^n \), we will write \( U \subset \subset V \) if \( U \) is bounded and \( \overline{U} \subseteq V \). The open ball of radius \( r > 0 \) centred at \( x \in \mathbb{R}^n \) is denoted by \( B(x, r) \).

The identity matrix in \( \mathbb{R}^{n \times n} \) is denoted by \( I \). Given a square matrix \( A \in \mathbb{R}^{n \times n} \), its transpose is denoted by \( A^T \), and its determinant by \( \det A \). The cofactor matrix of \( A \), denoted by \( \text{cof} A \), is the matrix that satisfies \( (\det A)I = A^T \text{cof} A \). The transpose of \( \text{cof} A \) is \( \text{adj} A \). The inner (dot) product of vectors and of matrices will be denoted by \( \cdot \). The associated norm is denoted by \( |\cdot| \). The set \( GL^+(n) \) is the set of \( A \in \mathbb{R}^{n \times n} \) such that \( \det A > 0 \), while \( SO(n) \) denotes the set of \( \mathbf{R} \in GL^+(n) \) such that \( RR^T = I \). The set \( \mathbb{S}^{n-1} \) denotes the set of unit vectors of \( \mathbb{R}^n \).

The abbreviation \( a.e. \) for \textit{almost everywhere} or \textit{almost every} will be widely used. Unless otherwise stated, expressions like \( a.e., \text{ measurable}, \) or \textit{negligible} refer to the Lebesgue measure in \( \mathbb{R}^n \), which is denoted by \( \mathcal{L}^n \). The \( (n-1) \)-dimensional Hausdorff measure will be indicated by \( \mathcal{H}^{n-1} \), while the counting measure is represented by \( \mathcal{H}^0 \).

For a given set \( A \) and a measurable subset \( B \) of \( \mathbb{R}^n \), we will use expressions like “for all \( a \in A \) and \( a.e. \) \( b \in B \), property (P) holds.” This means that for each \( a \in A \)
there exists an \( \mathcal{L}^n \)-negligible set \( N_a \) such that property (P) holds for all \( b \in B \setminus N_a \). Likewise, the expression “for a.e. \( b \in B \) and all \( a \in A \), property (P) holds” means that there exists an \( \mathcal{L}^n \)-negligible set \( N \) such that for all \( b \in B \setminus N \) and all \( a \in A \), property (P) holds.

The Lebesgue \( L^p \) and Sobolev \( W^{1,p} \) spaces are defined in the usual way. So are the set of functions of class \( C^k \) for some integer \( k \) or infinity. The set \( C^k_c (\Omega, \mathbb{R}^n) \) denotes the space of \( C^k \) functions with compact support in \( \Omega \). We will always indicate the domain and target space, as in, for example, \( L^p (\Omega, \mathbb{R}^n) \), except if the target space is \( \mathbb{R} \), in which case we will simply write \( L^p (\Omega) \). If \( K \subset \mathbb{R}^n \) is compact, then \( W^{1,p}(\Omega, K) \) indicates the set of \( u \in W^{1,p}(\Omega, \mathbb{R}^n) \) such that \( u(x) \in K \) for a.e. \( x \in \Omega \), and analogously with other function spaces. Sometimes we will use Lebesgue spaces in \( (n - 1) \)-dimensional sets, for example, if \( \Omega \) is a set with a Lipschitz boundary, then \( L^1 (\partial \Omega) \) denotes the Lebesgue \( L^1 \) space on \( \partial \Omega \) with respect to the \( H^{n-1} \) measure. The distributional derivative of a Sobolev function \( u \) is denoted by \( Du \). The space of finite Radon measures in \( \Omega \) is called \( \mathcal{M}(\Omega) \).

With \( \rightarrow \) we indicate weak convergence in the relevant space, and with \( \rightharpoonup \) strong (norm) convergence or a.e. convergence. We also use a.e. convergence of sets, meaning that their characteristic functions converge a.e. Finally, we will use weak* convergence in \( \mathcal{M}(\Omega) \), for which we use the symbol \( \rightharpoonup* \).

With \( \langle \cdot, \cdot \rangle \) we will indicate the duality product between a measure and a continuous function, or between a distribution and a smooth function of compact support. If \( \mu \) is a measure, \(|\mu|\) denotes its total variation measure. For each \( x \in \Omega \), the measure \( \delta_x \) indicates the Dirac delta at \( x \).

The identity function in \( \mathbb{R}^n \) is denoted by \( \text{id} \). By a modulus of continuity we mean an increasing function \( \omega : [0, 1] \rightarrow [0, \infty) \) such that \( \omega(h) \rightarrow 0 \) as \( h \searrow 0 \).

Given two sets \( A, B \subset \mathbb{R}^n \), we write \( A = B \) a.e. if \( \mathcal{L}^n (A \setminus B) = \mathcal{L}^n (B \setminus A) = 0 \), and analogously when we write that \( A = B \) holds \( H^{n-1} \)-a.e.

Given a measurable set \( A \subset \mathbb{R}^n \), its characteristic function will be denoted by \( \chi_A \). The perimeter of \( A \) is defined as

\[
\text{Per } A := \sup \left\{ \int_A \text{div } g(y) \, dy : \quad g \in C^1_c (\mathbb{R}^n, \mathbb{R}^n), \quad \|g\|_\infty \leq 1 \right\},
\]

where \( \text{div} \) denotes the divergence operator (in the deformed configuration). If \( \text{Per } A < \infty \), then \( \text{Per } A = H^{n-1} (\partial^* A) \), where \( \partial^* A \) denotes the measure-theoretic boundary of \( A \) (see, e.g., [1, sect. 3.5] for the definitions and proofs).

2.2. Degree, topological image, and condition INV in \( W^{1,n-1} \cap L^\infty \).

We quickly review the definition and properties of the degree in \( W^{1,n-1} \cap L^\infty \), which in fact is a particular case of the Brezis and Nirenberg [10] degree. We refer to Conti and De Lellis [14, sect. 3] for the proof (see also [51, 38]).

**Proposition 2.1.** Let \( K \subset \mathbb{R}^n \) be a compact set, and let \( u \in W^{1,n-1}(\Omega, K) \). Let \( U \subset \subset \Omega \) be a nonempty open set with a \( C^{2} \) boundary, and suppose that \( u \in W^{1,n-1}(\partial U, K) \). Then there exists a unique \( L^1(\mathbb{R}^n) \) function, denoted by \( \text{deg}(u, \partial U, \cdot) \), such that

\[
\int_{\partial U} g(u(x)) \cdot (\text{cof } Du(u) \nu(x)) \, dH^{n-1}(x) = \int_{\mathbb{R}^n} \text{deg}(u, \partial U, y) \, \text{div } g(y) \, dy
\]

for all \( g \in C^1(\mathbb{R}^n, \mathbb{R}^n) \), where \( \nu \) denotes the unit exterior normal to \( U \). Moreover, it satisfies the following properties:

(i) \( \text{deg}(u, \partial U, \cdot) \in BV(\mathbb{R}^n, \mathbb{Z}) \).

(ii) \( \text{deg}(u, \partial U, y) = 0 \) for a.e. \( y \in \mathbb{R}^n \setminus K \).
(iii) If \( u \) is continuous, then \( \deg(u, \partial U, \cdot) \) coincides with the Brouwer degree a.e. in \( \mathbb{R}^n \setminus u(\partial U) \).

The concept of topological image was introduced by Šverák [59] (see also [51]); we follow here the extension made in [14, Def. 3.5].

**Definition 2.2.** Let \( U \subseteq \mathbb{R}^n \) be a nonempty open set with a \( C^2 \) boundary, and suppose that \( u \in W^{1, n-1}(\partial U, \mathbb{R}^n) \cap L^\infty(\partial U, \mathbb{R}^n) \). We define the topological image \( \text{im}_T(u, U) \) of \( U \) under \( u \) as the set of \( y \in \mathbb{R}^n \) such that
\[
\lim_{r \downarrow 0} \frac{\mathcal{L}^n(B(y, r) \cap A_{u,U})}{\mathcal{L}^n(B(y, r))} = 1,
\]
where \( A_{u,U} := \{ y \in \mathbb{R}^n : \deg(u, \partial U, y) \neq 0 \} \).

A geometric interpretation of this definition is as follows (see [51]). Suppose that \( u \in W^{1,p}(\Omega, \mathbb{R}^n) \) with \( p > n-1 \), and fix \( x \in \Omega \). Then, for a.e. \( r \in (0, \text{dist}(x, \partial \Omega)) \), the restriction \( u|_{\partial B(x, r)} \) is in \( W^{1,p}(\partial B(x, r), \mathbb{R}^n) \), and, by the Sobolev embedding because \( p > n-1 \), it is continuous on \( \partial B(x, r) \), provided the precise representative of \( u \) was chosen. Hence \( u|_{\partial B(x, r)} \) has a well-defined Brouwer degree. The set
\[
\{ y \in \mathbb{R}^n \setminus u(\partial B(x, r)) : \deg(u, \partial B(x, r), y) \neq 0 \}
\]
is then the topological image of \( u \) and of any continuous extension \( \tilde{u} \) of \( u|_{\partial B(x, r)} \) to \( B(x, r) \). The natural generalization for \( W^{1, n-1} \cap L^\infty \) maps is then given in Definition 2.2.

Condition INV (see [14, Def. 3.6]) is defined as follows.

**Definition 2.3.** Let \( u \in W^{1, n-1}(\Omega, \mathbb{R}^n) \cap L^\infty(\Omega, \mathbb{R}^n) \). We say that \( u \) satisfies condition INV if for every \( x_0 \in \Omega \) and a.e. \( r \in (0, \text{dist}(x_0, \partial \Omega)) \), the following conditions hold:

(i) \( u(x) \in \text{im}_T(u, B(x_0, r)) \) for a.e. \( x \in B(x_0, r) \).

(ii) \( u(x) \notin \text{im}_T(u, B(x_0, r)) \) for a.e. \( x \in \Omega \setminus B(x_0, r) \).

Intuitively (see [51]), a map satisfying condition INV and creating a hole cannot send matter from outside the hole to inside, or vice versa. In fact, maps satisfying condition INV enjoy a higher degree of regularity than the typical Sobolev function.

If \( u \in W^{1, n-1}(\Omega, \mathbb{R}^n) \cap L^\infty(\Omega, \mathbb{R}^n) \) satisfies \( \det Du > 0 \) a.e., and \( x \in \Omega \), the topological image \( \text{im}_T(u, x) \) of \( x \) under \( u \) is defined as the intersection of \( \text{im}_T(u, B(x, r)) \) for \( r \) in a certain set \( R_x \) of full measure in \( (0, \text{dist}(x, \partial \Omega)) \) (see [38] or else [59, 51, 14]). Since that intersection is decreasing as \( r \) decreases, the precise form of \( R_x \) is not relevant in the applications. It was shown in [51] (see also [14, 38] as well as Lemma 2.7 below) that \( \text{im}_T(u, x) \) is the hole (cavity volume) in the deformed configuration created by the cavity point \( x \).

The concept of geometric image (see [51] for the original definition, and [14, 38] for slight adaptations) is also central in the study of cavitation. Given \( u \in W^{1, n-1}(\Omega, \mathbb{R}^n) \) and a measurable set \( A \) of \( \Omega \), the geometric image \( \text{im}_G(u, A) \) of \( A \) under \( u \) is defined as \( u(A \cap \Omega_d) \), where \( \Omega_d \) is the set of approximate differentiability points of \( u \). This definition is based of Federer’s [22] area formula, according to which \( u|_{\Omega_d} \) sends sets of measure zero to sets of measure zero.

### 2.3. Distributional determinant and cavity points.

We present the definition of distributional determinant (see [3] or [50]).

**Definition 2.4.** Let \( u \in W^{1, n-1}(\Omega, \mathbb{R}^n) \cap L^\infty(\Omega, \mathbb{R}^n) \). The distribution \( \text{Det} Du \) in \( \Omega \) is defined as
\[
\langle \text{Det} Du, \phi \rangle := -\frac{1}{n} \int_{\Omega} u(x) \cdot (\text{cof} Du(x)) D\phi(x) \, dx, \quad \phi \in C^\infty_c(\Omega),
\]
and called the distributional determinant of $u$. If
\[
\sup \{ \langle \text{Det } D u, \phi \rangle : \phi \in C_c^\infty(\Omega), \| \phi \|_\infty \leq 1 \} < \infty,
\]
then Det $D u$ can be extended uniquely to a finite Radon measure in $\Omega$, and this extension will also be called Det $D u$. If this is the case, we define $C(u)$ as the set of $x \in \Omega$ such that Det $D u(\{x\}) \neq 0$.

It is immediate to check that if Det $D u$ is a measure, then the set $C(u)$ is countable (that is, it is either countably infinite, finite, or empty). While classic existence theorems in nonlinear elasticity (see [3, 50, 52]) are based on the equality Det $D u = \text{det } D u L^\infty$, this equality is no longer true when cavitation occurs, and in fact Det $D u$ detects the cavity points (see Lemma 2.7 below).

2.4. Surface energy for cavitation. In [36] a surface energy $E(u)$ was introduced for maps $u$ of bounded variation, so in particular they could exhibit both cavitation and fracture. The definition is as follows. For each $f \in C^1_c(\Omega \times \mathbb{R}^n, \mathbb{R}^n)$, set
\[
E(u, f) := \int_\Omega [D f(x, u(x)) \cdot \text{cof } D u(x) + \text{div } f(x, u(x))] \text{det } D u(x) \, dx.
\]
Here, $D f(x, y)$ denotes the derivative of $f(\cdot, y)$ at $x \in \Omega$, while $\text{div } f(x, y)$ is the divergence of $f(x, \cdot)$ at $y \in \mathbb{R}^n$. The surface energy is then defined as
\[
E(u) := \sup \{ E(u, f) : f \in C^1_c(\Omega \times \mathbb{R}^n, \mathbb{R}^n), \| f \|_\infty \leq 1 \}.
\]

The full proof that $E(u)$ measures the area of the surface created by the deformation $u$ came in [37]. When restricted to $W^{1,n-1} \cap L^\infty$ maps satisfying $E(u) < \infty$, condition INV, and det $D u > 0$ a.e. (as in this paper), it was shown in [38, Thm. 4.6] that the energy $E(u)$ has a clear geometrical and physical interpretation:
\[
E(u) = \sum_{a \in C(u)} \text{Perim}_T(u, a).
\]
In other words, $E(u)$ is a true surface energy and measures the sum of the perimeters of each hole (cavity volume) produced in the deformation.

The functional setting for cavitation is the Sobolev space $W^{1,p}$ with $n-1 < p < n$ (see [51, 57]) or, for the critical exponent, $W^{1,n-1} \cap L^\infty$ (see [14, 38]); in addition, deformations are required to satisfy condition INV and det $D u > 0$ a.e. It was proved in [38, Thm. 4.8] that the only process of creation of new surface for these maps is precisely the cavitation. In this paper we have chosen the setting $W^{1,n-1} \cap L^\infty$, although the results are also true in the case $W^{1,p}$ with the same (or sometimes easier) proofs.

2.5. Some results on cavitation. The purpose of this subsection is to gather some results in the mathematical theory of cavitation that will be used throughout the paper. They are taken from [51, 14, 36, 38] or are small adaptations of results therein. For the sake of completeness, we provide brief proofs when a specific reference is not available.

**Lemma 2.5.** Let $K \subset \mathbb{R}^n$ be compact. Let $u \in W^{1,n-1}(\Omega, K)$ satisfy INV and det $D u > 0$ a.e. Then the following properties hold:

(i) The restriction of $u$ to a set of full measure in $\Omega$ is injective.

(ii) det $D u \in L^1(\Omega)$. 
(iii) For all $x \in \Omega$ and a.e. $r \in (0, \text{dist}(x, \partial \Omega))$, the set $\text{im}_T(u, B(x, r))$ has finite perimeter and
\[
\deg(u, \partial B(x, r), \cdot) = \chi_{\text{im}_T(u, B(x, r))} \quad \text{a.e.}
\]

(iv) For each $x \in \Omega$ and a.e. $r \in (0, \text{dist}(x, \partial \Omega))$, we have $\text{im}_T(u, B(x, r)) \subset K$ a.e., and $\text{im}_T(u, x) \subset K$ a.e.

Proof. Statement (i) was proved in [14, Lem. 3.9] (see also [51, Lem. 3.4]).

Now, Sobolev maps are approximately differentiable a.e. (see, e.g., [51, Prop. 2.4]). Therefore, thanks to (i) and the assumptions, there exists a set $\Omega' \subset \Omega$ with $\mathcal{L}^n(\Omega \setminus \Omega') = 0$ such that $u|_{\Omega'}$ is injective, $\det Du > 0$ in $\Omega'$, $u$ is approximately differentiable at each point of $\Omega'$, and $u(x) \in K$ for all $x \in \Omega'$. We then apply Federer's [22] area formula (see also [51, Prop. 2.6]) to obtain that
\[
\|\det Du\|_{L^1(\Omega')} = \int_{\Omega'} \det Du(x) \, dx = \int_{\mathbb{R}^n} \mathcal{H}^0(\{u^{-1}(y) \cap \Omega'\}) \, dy \leq \mathcal{L}^n(K),
\]
which shows (ii).

Statement (iii) was proved in [14, Lem. 3.10] (see also [38, Prop. 2.17]).

Statement (iv) follows from (iii) and Proposition 2.1(ii).

**Lemma 2.6.** Let $K \subset \mathbb{R}^n$ be compact. For each $j \in \mathbb{N}$, let $u_j, u \in W^{1, n-1}(\Omega, K)$. Assume that
\[
u_j \to \nu \quad \text{a.e., with cof } D \nu_j \to \text{cof } D \nu \quad \text{in } L^1(\Omega, \mathbb{R}^{n \times n})
\]
as $j \to \infty$. Then, for all $\phi \in C_c^\infty(\Omega)$,
\[
(\text{Det } D u_j, \phi) \to (\text{Det } D u, \phi)
\]
as $j \to \infty$. Moreover, for each $x \in \Omega$ and a.e. $r \in (0, \text{dist}(x, \partial \Omega))$,
\[
\deg(u_j, \partial B(x, r), \cdot) \to \deg(u, \partial B(x, r), \cdot) \quad \text{a.e.}
\]
as $j \to \infty$.

Proof. A standard convergence result (see, e.g., [57, Lem. 6.7]) concerning the product of a weakly convergent sequence in $L^1$ by a bounded sequence in $L^\infty$ converging a.e. shows that
\[
(\text{adj } D u_j) u_j \to (\text{adj } D u) u \quad \text{in } L^1(\Omega, \mathbb{R}^n)
\]
as $j \to \infty$. This readily implies convergence (2.4), due to Definition 2.4.

For the second part, note that by the coarea formula, for a.e. $r \in (0, \text{dist}(x, \partial \Omega))$,
\[
\sup_{j \in \mathbb{N}}\|u_j\|_{L^\infty(\partial B(x, r), \mathbb{R}^n)} < \infty
\]
and $u_j \to u$ $\mathcal{H}^{n-1}$-a.e. in $\partial B(x, r)$ as $j \to \infty$. Moreover, it was shown in [38, Lem. 8.2] that for a.e. $r \in (0, \text{dist}(x, \partial \Omega))$ there exists a subsequence (not relabeled) such that
\[
(\text{cof } D u_j) \nu_r \to (\text{cof } D u) \nu_r \quad \text{in } L^1(\partial B(x, r), \mathbb{R}^n),
\]
as $j \to \infty$, where $\nu_r$ is the unit exterior normal to $\partial B(x, r)$. The result follows by the continuity of the degree proved in [38, Lem. 8.1].

**Lemma 2.7.** Let $K \subset \mathbb{R}^n$ be compact. Suppose $u \in W^{1, n-1}(\Omega, K)$ satisfies condition INV and is such that $\det Du > 0$ a.e. and $\mathcal{E}(u) < \infty$. Then the following properties are satisfied:
(i) \( \text{Det } D\mathbf{u} \) is a positive measure that can be represented as

\[
\text{Det } D\mathbf{u} = (\det D\mathbf{u}) \mathcal{L}^n + \sum_{a \in C(\mathbf{u})} \text{Det } D\mathbf{u}(\{a\}) \delta_a.
\]

Moreover, \( C(\mathbf{u}) = \{ x \in \Omega : \mathcal{L}^n(\text{im}_T(\mathbf{u}, x)) > 0 \} \), and for all \( a \in C(\mathbf{u}) \),

\[
\text{Per } \text{im}_T(\mathbf{u}, a) < \infty \quad \text{and} \quad \text{Det } D\mathbf{u}(\{a\}) = \mathcal{L}^n(\text{im}_T(\mathbf{u}, a)).
\]

Furthermore, there exists a dimensional constant \( c_n > 0 \) such that

\[
\sum_{a \in C(\mathbf{u})} \text{Det } D\mathbf{u}(\{a\}) \leq c_n \mathcal{E}(\mathbf{u})^{\frac{n}{n-1}}.
\]

(ii) For each \( \mathbf{x} \in \Omega \) and a.e. \( r \in (0, \text{dist}(\mathbf{x}, \partial \Omega)) \),

\[
\text{im}_T(\mathbf{u}, B(\mathbf{x}, r)) = \text{im}_G(\mathbf{u}, B(\mathbf{x}, r)) \cup \bigcup_{a \in C(\mathbf{u}) \cap B(\mathbf{x}, r)} \text{im}_T(\mathbf{u}, a) \quad \text{a.e.,}
\]

where the union in the right-hand side is pairwise disjoint, up to sets of measure zero.

(iii) \( \partial^* \text{im}_T(\mathbf{u}, a) \subset K \mathcal{H}^{n-1}\text{-a.e. for each } a \in C(\mathbf{u}) \).

Proof. From Lemma 2.5 we find that \( \text{det } D\mathbf{u} \in L^1(\Omega) \). Thanks to [38, Thms. 4.6 and 6.2], the distributional determinant \( \text{Det } D\mathbf{u} \) is a measure, and representation (2.5) holds. Furthermore, by [14, Thm. 4.2] (see also [38, Thm. 3.2]), \( C(\mathbf{u}) \) coincides with the set of \( \mathbf{x} \in \Omega \) such that \( \mathcal{L}^n(\text{im}_T(\mathbf{u}, \mathbf{x})) > 0 \), and \( \text{Det } D\mathbf{u}(\{a\}) = \mathcal{L}^n(\text{im}_T(\mathbf{u}, a)) \) for all \( a \in C(\mathbf{u}) \). Moreover, by [38, Thm. 4.6], \( \text{im}_T(\mathbf{u}, a) \) has finite perimeter for all \( a \in C(\mathbf{u}) \). Now, taking from [38] both the formula after Proposition 6.1 and Theorem 4.6, we find that, for an increasing sequence \( \{U_k\}_{k \in \mathbb{N}} \) of subsets of \( \Omega \) such that \( \Omega = \bigcup_{k \in \mathbb{N}} U_k \), the inequalities

\[
\sum_{a \in C(\mathbf{u}) \cap U_k} \text{Det } D\mathbf{u}(\{a\}) \leq c_n \left( \sum_{a \in C(\mathbf{u}) \cap U_k} \text{Per } \text{im}_T(\mathbf{u}, a) \right)^{\frac{n}{n-1}} \leq c_n \mathcal{E}(\mathbf{u})^{\frac{n}{n-1}}
\]

hold for some dimensional constant \( c_n > 0 \). Letting \( k \to \infty \), we conclude the proof of (i).

Statement (ii) is a consequence of (i) and [38, Thm. 3.2].

As for (iii), we notice that thanks to (i), for each \( a \in C(\mathbf{u}) \), the set \( \text{im}_T(\mathbf{u}, a) \) has finite perimeter, and hence \( \partial^* \text{im}_T(\mathbf{u}, a) = \partial^- \text{im}_T(\mathbf{u}, a) \mathcal{H}^{n-1}\text{-a.e., where } \partial^- \text{ denotes the essential boundary. (See, e.g., [1, Thm. 3.61] for the definitions and proofs.) Now, by Lemma 2.5(iv), } \text{im}_T(\mathbf{u}, a) \subset K \text{ a.e., which implies that } \partial^- \text{im}_T(\mathbf{u}, a) \subset K \text{ because } K \text{ is compact.} \]

The following is a particular case of [36, Thms. 2 and 3].

**Lemma 2.8.** For each \( j \in \mathbb{N} \), let \( \mathbf{u}_j, \mathbf{u} \in W^{1,n-1}(\Omega, \mathbb{R}^n) \) satisfy \( \text{det } D\mathbf{u}_j \in L^1(\Omega) \). Assume that there exists \( \theta \in L^1(\Omega) \) such that

\[
(2.7) \quad \mathbf{u}_j \to \mathbf{u} \text{ a.e., } \cof D\mathbf{u}_j \to \cof D\mathbf{u} \text{ in } L^1(\Omega, \mathbb{R}^{n \times n}), \quad \text{det } D\mathbf{u}_j \to \theta \text{ in } L^1(\Omega)
\]
as \( j \to \infty \). Suppose that \( \sup_{j \in \mathbb{N}} \mathcal{E}(\mathbf{u}_j) < \infty \). Then \( \theta = \text{det } D\mathbf{u} \text{ a.e. and } \)

\[
\mathcal{E}(\mathbf{u}) \leq \liminf_{j \to \infty} \mathcal{E}(\mathbf{u}_j).
\]
Moreover, for every $x \in \Omega$ and a.e. $r \in (0, \text{dist}(x, \partial \Omega))$, there exists a subsequence (not relabeled) such that
\[
\text{im}_G(u_j, B(x, r)) \rightarrow \text{im}_G(u, B(x, r)) \quad \text{a.e.}
\]
as $j \rightarrow \infty$.

**Lemma 2.9.** For each $j \in \mathbb{N}$, let $u_j, u \in W^{1,n-1}(\Omega, \mathbb{R}^n)$ satisfy INV, $\det Du_j > 0$ a.e., and $\det Du > 0$ a.e. Suppose
\[
\sup_{j \in \mathbb{N}} \left[ \mathcal{E}(u_j) + \|u_j\|_{L^{\infty}(\Omega, \mathbb{R}^n)} \right] < \infty.
\]
Assume that there exists $\theta \in L^1(\Omega)$ such that $\theta > 0$ a.e. and the convergences (2.7) hold as $j \rightarrow \infty$. Then $u$ satisfies INV. Moreover,
\[
\sum_{a \in C(u_j)} \det Du_j(\{a\}) \delta_a \rightharpoonup \sum_{a \in C(u)} \det Du(\{a\}) \delta_a \quad \text{in } \mathcal{M}(\Omega),
\]
as $j \rightarrow \infty$.

**Proof.** Clearly, $u \in L^\infty(\Omega, \mathbb{R}^n)$. That $u$ satisfies INV was shown in [38, Prop. 8.4].

Now, for each $j \in \mathbb{N}$, thanks to Lemma 2.7, the distributional determinants $\det Du_j$ and $\det Du$ are positive measures,
\[
\det Du_j = \det D u_j \mathcal{L}^n + \sum_{a \in C(u_j)} \det Du_j(\{a\}) \delta_a,
\]
(2.9)
\[
\det Du = \det D u \mathcal{L}^n + \sum_{a \in C(u)} \det Du(\{a\}) \delta_a,
\]
\[
\det Du_j(\{a\}) > 0 \text{ for all } a \in C(u_j), \text{ and}
\]
\[
\sum_{a \in C(u_j)} \det Du_j(\{a\}) \leq c_n \mathcal{E}(u_j)^{\frac{n}{n-1}}
\]
for some dimensional constant $c_n > 0$.

The convergence of $\{\det Du_j\}_{j \in \mathbb{N}}$ yields the bound
\[
\sup_{j \in \mathbb{N}} \|\det Du_j\|_{L^1(\Omega)} < \infty.
\]
(2.11)

Bounds (2.10) and (2.11) and representation (2.9) imply that
\[
\sup_{j \in \mathbb{N}} \det Du_j(\Omega) < \infty.
\]
(2.12)

Now, bound (2.12) and the convergence (2.4) of Lemma 2.6 show that $\det Du_j \rightharpoonup \det Du$ in $\mathcal{M}(\Omega)$, as $j \rightarrow \infty$. Because of the representation (2.9), this reads as
\[
\det Du_j \mathcal{L}^n + \sum_{a \in C(u_j)} \det Du_j(\{a\}) \delta_a \rightharpoonup \det Du \mathcal{L}^n + \sum_{a \in C(u)} \det Du(\{a\}) \delta_a
\]
in $\mathcal{M}(\Omega)$, as $j \rightarrow \infty$. Now, it was shown in Lemma 2.8 that $\theta = \det Du$ a.e., so actually (2.13) implies the convergence (2.8). \(\square\)
3. Surface and initiation energy for cavitation. Just as the stored energy function of the body may depend on \( x \in \Omega \) so as to model inhomogeneities of the material, the surface energy may well depend on the cavity point in the reference configuration that produces the hole in the deformed configuration. In view of (2.3), a natural candidate is

\[
S_1(u) := \sum_{a \in C(u)} \kappa_1(a) \text{Per}_T(u, a)
\]

for some function \( \kappa_1 : \Omega \to [0, \infty] \). The function \( \kappa_1 \) indicates the proportionality constant of the energetic cost of creating a cavity with a given perimeter. In an extreme case, \( \kappa_1 \) may take just the two values 0 and \( \infty \), thus indicating that the material can only present cavitation at some prescribed points with no cost of energy. This is, in fact, the model of Sivaloganathan and Spector [57].

Under an a priori bound on the number of cavities, we present a proof of the lower semicontinuity of \( S_1 \) by showing that, for a sequence of deformations with bounded surface energy, the cavity volume converges to the cavity volume. The proof of Proposition 3.1 below uses the techniques of [57] and [38].

**Proposition 3.1.** For each \( j \in \mathbb{N} \), let \( u_j \in W^{1, n-1}(\Omega, \mathbb{R}^n) \) satisfy condition INV, \( \det Du_j > 0 \) a.e., and

\[
\sup_{j \in \mathbb{N}} \left[ \|u_j\|_{L^\infty(\Omega, \mathbb{R}^n)} + E(u_j) + H^0(C(u_j)) \right] < \infty.
\]

Let \( u \in W^{1, n-1}(\Omega, \mathbb{R}^n) \) satisfy \( \det Du > 0 \) a.e. Assume that there exists \( \theta \in L^1(\Omega) \) such that the convergences (2.7) hold as \( j \to \infty \). Let \( \kappa_1 : \Omega \to [0, \infty] \) be lower semicontinuous, and consider the functional \( S_1 \) of (3.1). Then

\[
S_1(u) \leq \liminf_{j \to \infty} S_1(u_j).
\]

**Proof.** Recall from Lemma 2.5 that \( \det Du_j \in L^1(\Omega) \) for each \( j \in \mathbb{N} \), from Lemma 2.8 that \( \theta = \det Du \) a.e. and \( E(u) < \infty \), and from Lemma 2.9 that \( u \) satisfies condition INV. By passing to a subsequence (not relabeled), we can assume that the limit \( \lim_{j \to \infty} S_1(u_j) \) exists.

Fix \( x \in \Omega \). By Lemma 2.6, there exists a subsequence (not relabeled) such that for a.e. \( r \in (0, \text{dist}(x, \partial \Omega)) \),

\[
\deg(u_j, \partial B(x, r), \cdot) \to \deg(u, \partial B(x, r), \cdot) \quad \text{a.e.}
\]

as \( j \to \infty \). By Lemma 2.5, for a.e. \( r \in (0, \text{dist}(x, \partial \Omega)) \),

\[
\deg(u_j, \partial B(x, r), \cdot) = \chi_{\text{im}_T(u_j, B(x, r))} \quad \text{and} \quad \deg(u, \partial B(x, r), \cdot) = \chi_{\text{im}_T(u, B(x, r))}
\]

for all \( j \in \mathbb{N} \). By Lemma 2.8, for a.e. \( r \in (0, \text{dist}(x, \partial \Omega)) \) and for a further subsequence (not relabeled),

\[
\text{im}_G(u_j, B(x, r)) \to \text{im}_G(u, B(x, r)) \quad \text{a.e.}
\]

as \( j \to \infty \). Putting together (3.4), (3.5), (3.6), and Lemma 2.7, we find that for a.e. \( r \in (0, \text{dist}(x, \partial \Omega)) \),

\[
\bigcup_{a \in C(u) \cap B(x, r)} \text{im}_T(u_j, a) \to \bigcup_{a \in C(u) \cap B(x, r)} \text{im}_T(u, a) \quad \text{a.e.}
\]

as \( j \to \infty \).
As we have a uniform bound on the number of cavity points, there exists $M \in \mathbb{N}$ such that, for a further subsequence (not relabeled), $H^0(C(u_j)) = M$, $C(u_j) = \{a_{1j}, \ldots, a_{Mj}\}$ for all $k \in \mathbb{N}$, and

$$(3.8) \quad \lim_{j \to \infty} a_{ij} = a_i, \quad \lim_{j \to \infty} \text{Det} D u_j(\{a_{ij}\}) = \alpha_i, \quad 1 \leq i \leq M,$$

for some $a_{ij} \in \Omega$, $a_i \in \overline{\Omega}$, and $\alpha_i \in [0, \infty)$; the fact that $\alpha_i < \infty$ is due to (2.10). Let $S$ be the set of $i \in \{1, \ldots, M\}$ such that $a_i \in \Omega$ and $\alpha_i > 0$. From (3.8) it is immediate to see that

$$(3.9) \quad \sum_{a \in C(u_j)} \text{Det} D u_j(\{a\}) \delta_a \rightharpoonup \sum_{i \in S} \alpha_i \delta_{a_i} \text{ in } M(\Omega)$$

as $j \to \infty$. Comparing (3.9) with the convergence (2.8) of Lemma 2.9 we conclude that

$$(3.10) \quad \sum_{a \in C(u)} \text{Det} D u(\{a\}) \delta_a = \sum_{i \in S} \alpha_i \delta_{a_i}$$

and $C(u) = \{a_i : i \in S\}$.

For each $a \in C(u)$, let $S_a$ be the set of $i \in \{1, \ldots, M\}$ such that $\lim_{j \to \infty} a_{ij} = a$. Then, taking in (3.7) an $r > 0$ sufficiently small, we find that

$$\bigcup_{i \in S_a} \text{im}_T(u_i, a_{ij}) \rightharpoonup \text{im}_T(u, a) \text{ a.e.}$$

as $j \to \infty$, and, consequently, by the lower semicontinuity of the perimeter,

$$\text{Per}_T(u, a) \leq \liminf_{j \to \infty} \text{Per}_T \bigcup_{i \in S_a} \text{im}_T(u_j, a_{ij}) \leq \liminf_{j \to \infty} \sum_{i \in S_a} \text{Per}_T(u_j, a_{ij}).$$

Now $\kappa_1(a) \leq \liminf_{j \to \infty} \kappa_1(a_{ij})$ for all $i \in S_a$, due to the lower semicontinuity of $\kappa_1$. Therefore,

$$\kappa_1(a) \text{ Per}_T(u, a) \leq \liminf_{j \to \infty} \sum_{i \in S_a} \kappa_1(a_{ij}) \text{ Per}_T(u_j, a_{ij}),$$

whence we conclude that

$$S_1(u) \leq \liminf_{j \to \infty} \sum_{a \in C(u)} \sum_{i \in S_a} \kappa_1(a_{ij}) \text{ Per}_T(u_j, a_{ij})$$

$$\leq \liminf_{j \to \infty} \sum_{i=1}^{M} \kappa_1(a_{ij}) \text{ Per}_T(u_j, a_{ij}) = \liminf_{j \to \infty} S_1(u_j),$$

which is the desired inequality.  

As will be seen in section 11, the energy $S_1$ is conservative, and, hence, an additional energy is needed in order to model the irreversibility of the cavitation process. We thus postulate the existence of an initiation energy $S_0$ that accounts for the mere process of cavity formation and is added to $S_1$ to make up the total cavitation energy. To be precise, given a function $\kappa_0 : \Omega \to [0, \infty]$, a deformation
\( u \in W^{1,n-1}(\Omega, \mathbb{R}^n) \cap L^\infty(\Omega, \mathbb{R}^n) \) satisfying INV and \( \det Du > 0 \text{ a.e.} \), and a finite set \( S \subset \Omega \) containing \( C(u) \), we let

\[
S_0(S) := \sum_{a \in S} \kappa_0(a), \quad S(u, S) := S_0(S) + S_1(u),
\]

where \( S_1(u) \) is as in (3.1), and define the cavitation energy associated to the pair \((u, S)\) as \( S(u, S) \). Intuitively, the set \( S \) is the union of the past and present cavity points of \( u \). This distinction between past and present cavity points, and between \( S \) and \( C(u) \), will be clearer in section 8.

The proof of the lower semicontinuity of \( S_0 \) is postponed until Lemma 6.3, since it fits better in the framework presented in section 6.

4. Formulation of the problem of quasi-static evolution. In this section we present the full model for cavitation and list the hypotheses that will allow us to prove the existence of a quasi-static evolution. Most of the assumptions are standard in the context of fracture mechanics, even though the functional setting is different from that of cavitation; see, in particular, [16, 25, 18, 42] for a motivation and a physical interpretation of the assumptions.

4.1. Reference configuration and time interval. The reference configuration is represented by an open bounded subset \( \Omega \) of \( \mathbb{R}^n \) with a Lipschitz boundary \( \partial \Omega \). We fix an \( H^{n-1} \)-rectifiable (following the terminology of [1, Def. 2.57]) subset \( \Gamma_D \) of \( \partial \Omega \), on which the boundary deformation will be prescribed. Usually, the condition \( H^{n-1}(\Gamma_D) > 0 \) is required in order to apply a version of Poincaré’s inequality. In our setting, this is not necessary because of the a priori bound given by \( K \) (see subsection 4.2).

Without loss of generality, the time interval is set to be \([0, 1] \).

4.2. Body deformations and elastic energy. A body deformation is any function \( u \in W^{1,n-1}(\Omega, K) \) satisfying INV, \( \det Du > 0 \text{ a.e.} \), and \( \mathcal{E}(u) < \infty \). Here \( K \) is a fixed compact subset of \( \mathbb{R}^n \) with a Lipschitz boundary, and it plays the role of a container.

As explained in subsection 2.4, we have chosen to work in the space \( W^{1,n-1} \cap L^\infty \), which is the critical case for cavitation. All the work presented here is valid for \( W^{1,p} \) with \( n - 1 < p < n \), in which case no \( L^\infty \) bound is needed since it is implied (locally) by condition INV (see [51, sect. 8] or [57, sect. 2]).

The body is assumed to be hyperelastic, so that the elastic bulk energy of a deformation \( u \) can be written as

\[
\mathcal{W}(u) := \int_\Omega W(x, Du(x)) \, dx,
\]

where \( W : \Omega \times \mathbb{R}^{n \times n} \to \mathbb{R} \cup \{\infty\} \) satisfies the following conditions:

\( (W0) \) \( W(x, F) = W(x, RF) \) for a.e. \( x \in \Omega \), all \( F \in \mathbb{R}^{n \times n} \), and all \( R \in SO(n) \).

\( (W1) \) There exists a function \( \tilde{W} : \Omega \times \mathbb{R}^\tau \to \mathbb{R} \cup \{\infty\} \) such that the function \( \tilde{W}(\cdot, \xi) \) is measurable for every \( \xi \in \mathbb{R}^\tau \), the function \( \tilde{W}(x, \cdot) \) is continuous (in the order topology of \( \mathbb{R} \cup \{\infty\} \)) and convex for a.e. \( x \in \Omega \), and

\[
W(x, F) = \tilde{W}(x, \mu(F)) \quad \text{for a.e. } x \in \Omega \text{ and all } F \in \mathbb{R}^{n \times n},
\]

where \( \mu(F) \in \mathbb{R}^\tau \) is the vector composed of all minors of \( F \), and \( \tau \) is the number of all such minors.
(W2) For a.e. $x \in \Omega$,
\[
W(x, F) < \infty \quad \text{if and only if} \quad F \in GL_+(n).
\]
Moreover, for a.e. $x \in \Omega$, the function $W(x, \cdot)$ is of class $C^1$ on $GL_+(n)$.

(W3) $W(\cdot, 1) \in L^1(\Omega)$.

(W4) There exist $a \in L^1(\Omega)$, a constant $c > 0$, an increasing function
$h_1 : (0, \infty) \to [0, \infty)$, and a convex function $h_2 : (0, \infty) \to \mathbb{R}$ such that
\[
\lim_{t \to \infty} \frac{h_1(t)}{t} = \lim_{t \to \infty} \frac{h_2(t)}{t} = \lim_{t \searrow 0} h_2(t) = \infty
\]
and
\[
W(x, F) \geq a(x) + c|F|^{n-1} + h_1(|\text{cof } F|) + h_2(\det F)
\]
for a.e. $x \in \Omega$ and all $F \in GL_+(n)$.

(W5) There exist $c_W^1 > 0$ and a function $c_W^0 \in L^1(\Omega)$ with $c_W^0 \geq 0$ such that for a.e. $x \in \Omega$ and every $F \in GL_+(n)$,
\[
|F^T D_2 W(x, F)| \leq c_W^1 (W(x, F) + c_W^0(|x|)).
\]
Here $D_2 W(x, F)$ denotes the derivative of $W(x, \cdot)$ at $F$.

(W6) There exists a function $c_W^0 \in L^1(\Omega)$ with $c_W^0 \geq 0$ satisfying that for every $\varepsilon > 0$ there exists $\delta > 0$ such that for a.e. $x \in \Omega$ and all $F, G \in GL_+(n)$ with $|G - I| < \delta$,
\[
|D_2 W(x, GF)(GF)^T - D_2 W(x, F)F^T| \leq \varepsilon \left(W(x, F) + c_W^0(|x|)\right).
\]

Except for (W4), this set of assumptions coincides with that of [42] (see also [18]). The growth condition (W4) is the natural one in the case of cavitation, according to [38, Thm. 8.5]. Of course, (W1) is the familiar polyconvexity assumption.

The orientation preserving condition $\det D\mathbf{u} > 0$ and, as a result, the coercivity assumption (W4) and the multiplicative decomposition estimates (W5) and (W6) (which also appear in [5, 25]), are sometimes regarded as a refinement of the theory, which in other contexts is previously proved for stored energy functions $W$ with polynomial growth (see, e.g., [16]). However, in this case, the orientation preserving and INV conditions are essential in the theory of cavitation, as shown in [51], since otherwise no interpretation of the topological image as a cavity volume would be possible (see [38] for a counterexample). In other words, there is no existence theory in the context of cavitation for stored energy functions $W$ with polynomial growth. As a matter of fact, the set of admissible deformations is multiplicative, as will be shown in Propositions 5.1 and 5.2, since both the restriction $\det D\mathbf{u} > 0$ and condition INV are multiplicative.

### 4.3. Cavity points and cavitation energy.

A cavity set is represented in the reference configuration as a finite subset $S$ of $\Omega$ containing $C(\mathbf{u})$. Given $\mathbf{u} \in W^{1,n-1}(\Omega, K)$ satisfying INV, $\det D\mathbf{u} > 0$ a.e., and $\mathcal{E}(\mathbf{u}) < \infty$, and given two continuous functions $\kappa_0, \kappa_1 : \Omega \to (0, \infty)$ such that
\[
(K1) \quad \inf \kappa_0 > 0 \quad \text{and} \quad \inf \kappa_1 > 0,
\]
we define, as in (3.1) and (3.11),
\[
S_0(S) := \sum_{\mathbf{a} \in S} \kappa_0(\mathbf{a}), \quad S_1(\mathbf{u}) := \sum_{\mathbf{a} \in C(\mathbf{u})} \kappa_1(\mathbf{a}) \text{Per im}_T(\mathbf{u}, \mathbf{a}), \quad S(\mathbf{u}, S) := S_0(S) + S_1(\mathbf{u}).
\]

The cavity energy of the configuration $(\mathbf{u}, S)$ is set to be $S(\mathbf{u}, S)$.
Recalling (2.3), we find that

\[(\inf \kappa_1) \mathcal{E}(u) \leq \mathcal{S}_1(u) \leq (\sup \kappa_1) \mathcal{E}(u).\]

In the general theory of cavitation in the static case (see [51, 14, 38]), any deformation \(u\) with finite energy many have a countable set \(C(u)\) of cavities. This is because no amount of energy is spent on the process of initiation of cavities; in other words, in the notation of this section, those papers set \(k_0 = 0\). In our case, a cavity at a point \(a \in \Omega\) is penalized energetically with \(k_0(a)\), as well as with \(k_1(a)\) for \(\text{im}_T(u, a)\). The fact that \(\inf \kappa_0 > 0\) implies that any configuration \((u, S)\) with finite energy has a finite set of cavities. As a matter of fact, the finiteness of \(S\) simplifies the development of the theory, as will be seen, for example, in Propositions 9.3 and 10.1.

We also mention that the theory of Sivaloganathan and Spector [57] can also handle a term similar to \(\mathcal{S}_0\), but with an energy depending not on the perimeter of the cavities but on their volume. In addition, in their theory, the set of cavities is contained in a prescribed finite set.

4.4. Body and surface forces. One could add body and surface forces to the model, the inclusion of which is by now a standard technique. In particular, one would take from [42] the set of minimal assumptions compatible with the model. However, for the sake of clarity and in order to underline the main novelty of the paper (i.e., the cavitation energy \(S\)), we set external body and surface forces to be zero.

4.5. Prescribed boundary deformations. For each \(t \in [0, 1]\), any deformation \(u\) must satisfy the boundary condition \(u|_{\Gamma_D} = \psi(t)|_{\Gamma_D}\) in the sense of traces. The assumptions on the prescribed deformation \(\psi\) are the following:

- **(B1)** There exist \(\psi, \phi \in C^1([0, 1], C^1(K, K))\) such that for every \((t, x) \in [0, 1] \times K\),
  \[\psi(t)(\phi(t)(x)) = x = \phi(t)(\psi(t)(x)).\]

- **(B2)** \(\sup_{t \in [0, 1]} |V(\psi(t))| < \infty\).

This set of assumptions is a slight adaptation of Dal Maso and Lazzaroni [18] (see also [25]). We remark that Lazzaroni [42] has developed a quasi-static evolution theory for fracture with weaker regularity assumptions (namely, Lipschitz) on the boundary conditions. We could adopt that setting as well, with proofs following the same lines, although more technical. Nevertheless, for the sake of clarity we assume the \(C^1\) regularity of the boundary conditions.

The space \(C^1(K, K)\) is, of course, the set of continuous functions from \(K\) to \(K\) that are differentiable in the interior of \(K\), and the derivative is uniformly continuous and hence can be extended uniquely to \(K\) by continuity.

Conditions (W2) and (B2) imply that \(\det D(\psi(t)) > 0\) for every \(t \in [0, 1]\). Together with condition (B1), we obtain that the function \(\psi(t)|_{\Omega}\) is a \(C^1\) diffeomorphism onto its image. Therefore, by [38, Lem. 5.2], \(\psi(t)\) satisfies condition INV and has no cavities.

The following estimates will be useful in the development of the theory.

**Lemma 4.1.** There exists \(\alpha > 1\), depending on \(\psi\), such that for any orthonormal set of vectors \(\tau_1, \ldots, \tau_{n-1}\) of \(\mathbb{R}^n\), and calling \(\tau := (\tau_1, \ldots, \tau_{n-1}) \in \mathbb{R}^{n \times (n-1)}\), we have that for every \(t \in [0, 1]\),

\[
\frac{1}{\alpha} \leq \det D(\psi(t)) \leq \alpha, \quad \frac{1}{\alpha} \leq \det \left( (D(\psi(t))\tau)^T (D(\psi(t))\tau) \right) \leq \alpha.
\]

**Proof.** The function \(\psi\), when considered from \([0, 1] \times K\) to \(K\), is of class \(C^1\). In particular, the function \(D_2\psi : [0, 1] \times K \to \mathbb{R}^{n \times n}\) is continuous, where \(D_2\) indicates...
derivative with respect to the second variable $x \in K$. By compactness, it suffices to show that

$$(4.3) \quad \det D_2 \psi(t, x) > 0, \quad \det \left( (D_2 \psi(t, x) \tau)^T (D_2 \psi(t, x) \tau) \right) > 0, \quad (t, x) \in [0, 1] \times K.$$

The first inequality of (4.3) was shown before.

As for the second, we recall that, as a consequence of the Cauchy–Binet formula (e.g., [1, Prop. 2.68]), for any $L \in \mathbb{R}^{n \times (n-1)}$, we have that $\det(L^T L) \geq 0$ with equality if and only if the rank of $L$ is less than $n-1$. As $D_2 \psi(t, x)$ is invertible for all $[0, 1] \times K$, and $\tau$ has rank $n-1$, the second equality of (4.3) holds true. \qed

4.6. Admissible configurations and total energy. An admissible deformation at time $t \in [0, 1]$ is a function $u \in W^{1,n-1}(\Omega, K)$ satisfying INV, $\det Du > 0$ a.e., $E(u) < \infty$, $H^0(C(u)) < \infty$, and $u|_{\Gamma_D} = \psi(t)|_{\Gamma_D}$ in the sense of traces. The set of admissible deformations at time $t \in [0, 1]$ is called $\mathfrak{A}(t)$. An admissible configuration at time $t \in [0, 1]$ is a pair $(u, S)$, where $u \in \mathfrak{A}(t)$ and $S$ is a finite subset of $\Omega$ containing $C(u)$. The set $\mathcal{B}(t)$ denotes the set of admissible configurations at time $t \in [0, 1]$. Given a finite subset $S_0$ of $\Omega$, the set $\mathcal{B}_{S_0}(t)$ denotes the set of $(u, S) \in \mathcal{B}(t)$ such that $S \supset S_0$. The remarks in subsection 4.5 show in particular that $(\psi(t), S) \in \mathcal{B}_{S_0}(t)$ for any finite $S \supset S_0$.

For each $t \in [0, 1]$ and $(u, S) \in \mathcal{B}(t)$, we define

$$I(u, S) := \mathcal{W}(u) + S(u, S), \quad I^c(u) := \mathcal{W}(u) + S_1(u).$$

The quantity $I(u, S)$ is the total energy of $(u, S)$, while the quantity $I^c(u)$ is the conservative part of the energy of $u$. That $I^c(u)$ is indeed conservative will become apparent in Proposition 11.1. As mentioned in subsection 4.4, one could add body and surface forces to the model, which would be part of the conservative energy.

4.7. Initial data and quasi-static evolution. As an initial data, we take any configuration $(u^0, S^0)$ that is a minimizer of $I$ in $\mathcal{B}_{S_0}(0)$. We will see in Proposition 7.1 that such a minimizer exists.

The main result of the paper establishes the existence of a quasi-static evolution starting from any initial data.

**Theorem 4.2.** For each $t \in [0, 1]$, there exists $u(t) \in \mathfrak{A}(t)$ such that, when one defines $S(t) := S^0 \cup \bigcup_{s \in [0, t]} C(u(s))$, the following conditions hold:

(a) $(u(0), S(0)) = (u^0, S^0)$.

(b) For every $t \in [0, 1]$, the pair $(u(t), S(t))$ is a minimizer of $I$ in $\mathcal{B}_{S(t)}(t)$.

(c) The function $t \mapsto I(t) := I(u(t), S(t))$ is absolutely continuous on $[0, 1]$, and for a.e. $t \in [0, 1]$,

$$I'(t) = \int_{\Omega} D_2 \mathcal{W}(x, Du(t)) \cdot D \left( \psi'(t) \circ \phi(t) \circ u(t) \right) dx$$

$$+ \sum_{a \in C(u(t))} \kappa_1(a) \int_{\partial^* \text{int}_T(u(t), a)} \text{div}^\sigma \text{int}_T(u(t), a) \left( \psi'(t) \circ \phi(t) \right) d\mathcal{H}^{n-1}.$$

In the formula above, $\text{div}^\sigma \text{int}_T(u(t), a)$ denotes the operator of tangential divergence (in the deformed configuration) on $\partial^* \text{int}_T(u(t), a)$.

The rest of the paper is devoted to the proof of Theorem 4.2.

In Theorem 4.2, no regularity is claimed of the map $t \mapsto u(t)$; as in [17, Thm. 3.5] (see also [18, Thm. 6.1]), one may show, with minor changes in the proof, that it
can be chosen to be measurable from $[0,1]$ to $W^{1,n-1}(\Omega, \mathbb{R}^n)$. Similarly, the function $S$ can be chosen to be left-continuous; the proof of this fact would be easier than the analogue of [17, Prop. 3.1], since $S(t)$ is finite and $S$ takes only finitely many values.

5. Reformulation with time-independent Dirichlet data. In this section we follow the general scheme of [25] in order to turn the problem into a quasi-static evolution with time-independent prescribed boundary deformations, but with time-dependent elastic and cavitation energy.

We thus look for deformations $u \in \mathfrak{A}(t)$ of the form $u = \psi(t) \circ v$ for some $v \in W^{1,n-1}(\Omega, K)$. The set, now independent of time, of admissible deformations must be redefined accordingly as follows: $\mathfrak{A}$ is the set of $v \in W^{1,n-1}(\Omega, K)$ satisfying INV, $\det Dv > 0$ a.e., $E(v) < \infty$, and $v|_{\Gamma_D} = \text{id}|_{\Gamma_D}$ in the sense of traces. Likewise, we define $\mathfrak{B}$ as the set of pairs $(v, S)$ such that $v \in \mathfrak{A}$ and $S$ is a finite subset of $\Omega$ containing $C(v)$. Finally, given a finite subset $S_0$ of $\Omega$, the set $\mathfrak{B}_{S_0}$ denotes the set of $(v, S) \in \mathfrak{B}$ such that $S \supset S_0$.

The corresponding energy functionals are defined as follows: for each $t \in [0,1]$ and $(v, S) \in \mathfrak{B}$,

\begin{equation}
W(t)(v) := W(\psi(t) \circ v), \quad S_1(t)(v) := S_1(\psi(t) \circ v), \quad S(t)(v, S) := S(\psi(t) \circ v, S),
\end{equation}

$$\hat{I}(t)(v, S) := I(\psi(t) \circ v, S), \quad \hat{I}^c(t)(v) := I^c(\psi(t) \circ v).$$

Note that

$$\hat{S}(t)(v, S) = \bar{S}_1(t)(v) + S_0(S), \quad \hat{I}(t)(v, S) = W(t)(v) + \bar{S}(t)(v, S),$$

$$\hat{I}^c(t)(v) = W(t)(v) + \bar{S}_1(t)(v).$$

The following result shows that this reformulation of the problem is indeed equivalent to the original one.

**Proposition 5.1.** Let $t \in [0,1]$, and let $S_0$ be a finite subset of $\Omega$. Then the following three maps are bijections:

$$\mathfrak{A} \to \mathfrak{A}(t), \quad \mathfrak{B} \to \mathfrak{B}(t), \quad \mathfrak{B}_{S_0} \to \mathfrak{B}_{S_0}(t),$$

$$(v, S) \mapsto (\psi(t) \circ v, S), \quad (v, S) \mapsto (\psi(t) \circ v, S).$$

Moreover, for every $v \in \mathfrak{A}$,

\begin{equation}
C(\psi(t) \circ v) = C(v) \quad \text{and} \quad \text{im}_T(\psi(t) \circ v, a) = \psi(t)(\text{im}_T(v, a)) \quad \text{for all} \quad a \in C(v).
\end{equation}

**Proof.** For simplicity, we call $\psi$ the deformation $\psi(t)$, and analogously for $\phi$.

Let $v \in \mathfrak{A}$ and call $u := \psi \circ v$. The chain rule (see, e.g., [64, Thm. 2.1.11]) shows that $u \in W^{1,n-1}(\Omega, K)$ and $Du(x) = D\psi(v(x))Dv(x)$ for a.e. $x \in \Omega$. In particular, $\det Du > 0$ a.e.

We now prove that $u|_{\Gamma_D} = \psi|_{\Gamma_D}$ in the sense of traces. Only for this proof, let us call $\text{Tr}$ the trace operator between the relevant spaces. Let $\{v_j\}_{j \in \mathbb{N}}$ be a sequence in $C^\infty_c(\mathbb{R}^n, \mathbb{R}^n)$ such that $v_j \to v$ in $W^{1,n-1}(\Omega, \mathbb{R}^n)$ and a.e. as $j \to \infty$. By trace theory, $v_j \to \text{Tr} v$ in $L^{n-1}(\partial \Omega, \mathbb{R}^n)$ as $j \to \infty$, and, for a subsequence (not relabeled), the convergence also holds $H^{n-1}$-a.e. in $\partial \Omega$. In particular, $\psi \circ v_j$ converges $H^{n-1}$-a.e. in $\partial \Omega$ to $\psi \circ \text{Tr} v$ as $j \to \infty$. Using the chain rule we find that $\psi \circ v_j \to u$ in $W^{1,n-1}(\Omega, \mathbb{R}^n)$ as $j \to \infty$, as can be seen, for example, because they converge a.e., and the sequence $(\psi \circ v_j)_{j \in \mathbb{N}}$ is bounded in $W^{1,n-1}(\Omega, \mathbb{R}^n)$. By trace theory, $\psi \circ v_j \to \text{Tr} u$ in $L^{n-1}(\partial \Omega, \mathbb{R}^n)$ as $j \to \infty$, and, for a subsequence (not relabeled),
Moreover, using Piola's identity and, consequently,

\[ C \] 

This definition is made so that \( E(u, g) = E(v, f) \). Indeed, we have for a.e. \( x \in \Omega \),

\[ \text{cof} \, Du(x) = \text{cof} \, D\tilde{\psi}(v(x)) \, \text{cof} \, Dv(x), \quad \text{det} \, Du(x) = \text{det} \, D\tilde{\psi}(v(x)) \, \text{det} \, Dv(x), \]

and, consequently,

\[ \text{cof} \, Du(x) \cdot Dg(x, u(x)) = \text{cof} \, Dv(x) \cdot (\text{adj} \, D\tilde{\psi}(v(x)) \, Dg(x, u(x))). \]

Since

\[ Df(x, y) = \text{adj} \, D\tilde{\psi}(y) \, Dg(x, \tilde{\psi}(y)), \quad (x, y) \in \Omega \times \mathbb{R}^n, \]

we find that

\[ \text{cof} \, Dv(x) \cdot Df(x, v(x)) = \text{cof} \, Du(x) \cdot Dg(x, u(x)), \quad \text{a.e.} \. \ x \in \Omega. \]

Moreover, using Piola's identity

\[ \sum_{i=1}^{n} \frac{\partial}{\partial y^i} (\text{adj} \, D\tilde{\psi})_{ij} = 0, \quad j \in \{1, \ldots, n\}, \]

as well as the property \( (\text{det} \, A)1 = A(\text{adj} \, A) \) for each \( A \in \mathbb{R}^{n \times n} \), we find that

\[ \text{div} \, f(x, y) = \text{det} \, D\tilde{\psi}(y) \, \text{div} \, g(x, \tilde{\psi}(y)), \quad (x, y) \in \Omega \times \mathbb{R}^n, \]

so in particular

\[ \text{div} \, f(x, v(x)) = \text{det} \, D\tilde{\psi}(v(x)) \, \text{div} \, g(x, u(x)), \quad \text{a.e.} \. \ x \in \Omega. \]

Equalities (5.4) and (5.5) show by the definition (2.1) that \( E(u, g) = E(v, f) \). Now, definition (5.3) implies that

\[ \|f\|_{L^\infty(\Omega \times \mathbb{R}^n, \mathbb{R}^n)} \leq \|\text{cof} \, D\tilde{\psi}\|_{L^\infty(K, \mathbb{R}^n \times \mathbb{R}^n)} \|g\|_{L^\infty(\Omega \times \mathbb{R}^n, \mathbb{R}^n)}. \]

As a consequence, using the definition (2.2), we find that

\[ E(u) \leq \|\text{cof} \, D\tilde{\psi}\|_{L^\infty(K, \mathbb{R}^n \times \mathbb{R}^n)} E(v) < \infty. \]

Now we show that \( u \) satisfies INV and that (5.2) holds. Fix \( x_0 \in \Omega \). For this proof we assume, without loss of generality, that the set \( K \) of subsection 4.2 is a closed ball. As before, let \( \{v_j\}_{j \in \mathbb{N}} \) be a sequence in \( C^\infty_c(\mathbb{R}^n, \mathbb{R}^n) \) converging to \( v \) in \( W^{1,1-n}(\Omega, \mathbb{R}^n) \) and a.e., and satisfying

\[ v_j(\Omega) \subset \left\{ y \in \mathbb{R}^n : \text{dist}(y, K) \leq \frac{1}{j} \right\} \quad \text{for each} \. \ j \in \mathbb{N}. \]
Then $\cof Dv_j \to \cof Dv$ in $L^1(\Omega, \mathbb{R}^{n \times n})$ as $j \to \infty$. Thanks to Lemma 2.6,

\begin{equation}
(5.7) \quad \deg(v_j, \partial B(x, r), \cdot) \to \deg(v, \partial B(x, r), \cdot) \quad \text{a.e.}
\end{equation}

As $\tilde{\phi}$ maps negligible sets into negligible sets, we have that

$$\deg(v_j, \partial B(x, r), \tilde{\psi}(y)) \to \deg(v, \partial B(x, r), \tilde{\psi}(y)) \quad \text{a.e.} \quad y \in K$$

as $j \to \infty$. On the other hand, for a.e. $y \in \mathbb{R}^n \setminus K$ we have $\deg(v_j, \partial B(x, r), y) \to 0$ as $j \to \infty$, thanks to (5.6), whereas $\deg(v, \partial B(x, r), y) = 0$ for a.e. $y \in \mathbb{R}^n \setminus K$ (see Proposition 2.1). We obtain in total that

$$\deg(v_j, \partial B(x, r), \tilde{\psi}(\cdot)) \to \deg(v, \partial B(x, r), \tilde{\psi}(\cdot)) \quad \text{a.e.}$$

As before, the following convergences hold:

$$\psi \circ v_j \to u \text{ in } W^{1,n-1}(\Omega, \mathbb{R}^n) \text{ and a.e., } \quad \cof D(\psi \circ v_j) \to \cof Du \text{ in } L^1(\Omega, \mathbb{R}^{n \times n})$$

as $j \to \infty$, and, moreover, $\sup_{j \in \mathbb{N}} \|\psi \circ v_j\|_{L^\infty(\Omega, \mathbb{R}^n)} < \infty$. Therefore, again because of Lemma 2.6, for a.e. $r \in (0, \text{dist}(x, \partial\Omega))$,

$$\deg(\psi \circ v_j, \partial B(x, r), \cdot) \to \deg(u, \partial B(x, r), \cdot) \quad \text{a.e.}$$

As before, this implies that

\begin{equation}
(5.8) \quad \deg(\psi \circ v_j, \partial B(x, r), \tilde{\psi}(\cdot)) \to \deg(u, \partial B(x, r), \tilde{\psi}(\cdot)) \quad \text{a.e.}
\end{equation}

The multiplicativity property of the Brower degree together with the fact that $\tilde{\psi}$ is an orientation-preserving diffeomorphism implies (see, e.g., [24, Thm. 2.10 and eq. (0.1)]) that for each $j \in \mathbb{N}$,

$$\deg(\psi \circ v_j, \partial B(x, r), \tilde{\psi}(y)) = \deg(v_j, \partial B(x, r), y), \quad y \in \mathbb{R}^n \setminus v_j(\partial B(x, r)).$$

As before, the set $v_j(\partial B(x, r))$ is negligible for all $j \in \mathbb{N}$ and all $r \in (0, \text{dist}(x, \partial\Omega))$. Therefore, for all $j \in \mathbb{N}$,

\begin{equation}
(5.9) \quad \deg(\psi \circ v_j, \partial B(x, r), \tilde{\psi}(\cdot)) = \deg(v_j, \partial B(x, r), \cdot) \quad \text{a.e.}
\end{equation}

From (5.7), (5.8), and (5.9) we conclude that

$$\deg(v, \partial B(x, r), \cdot) = \deg(u, \partial B(x, r), \tilde{\psi}(\cdot)) \quad \text{a.e.}$$

This readily implies (see Definition 2.2) that $\im_T(u, B(x, r)) = \tilde{\psi}(\im_T(v, B(x, r)))$ for a.e. $r \in (0, \text{dist}(x, \partial\Omega))$. Consequently, $u$ satisfies condition INV (see Definition 2.3), and equalities (5.2) hold (see Lemma 2.7). Therefore, $u \in \mathcal{A}(t)$.

As a consequence of the equality $C(u) = C(v)$, if now $(v, S) \in \mathcal{B}$, then $(u, S) \in \mathcal{B}(t)$, and if $(v, S) \in \mathcal{B}_{S_0}$, then $(u, S) \in \mathcal{B}_{S_0}(t)$. Similarly, one proves that for any $u \in \mathcal{A}(t)$, the map $\phi \circ u$ is in $\mathcal{A}$. Hence the first map is a bijection and, consequently, so are the other two.

The analogue of Proposition 5.1 was proved in [51, Thm. 6.1] under the assumption that $v \in W^{1,p}(\Omega, \mathbb{R}^n)$ with $p > n - 1$.

Although it is not used in the reformulation of the problem presented in this section, we show now the dual counterpart of Proposition 5.1, in which the invariance of condition INV under right composition is proved. It will be used in proof of the
existence of quasi-static evolutions. It is the analogue of [51, Thm. 9.1] but now covers the critical exponent \( p = n - 1 \).

**Proposition 5.2.** Let \( S_0 \) be a finite subset of \( \Omega \). Let \( \eta \) be a \( C^2 \) diffeomorphism from \( \Omega \) onto itself that coincides with the identity in a neighborhood of \( \partial \Omega \). Then the following three maps are bijections:

\[
\begin{align*}
\mathfrak{A} & \rightarrow \mathfrak{A}, \\
\mathfrak{B} & \rightarrow \mathfrak{B}, \\
\mathfrak{V} & \rightarrow v \circ \eta, \\
(v, S) & \rightarrow (v \circ \eta, \eta^{-1}(S)), \\
(\mathfrak{B}_{\mathfrak{S}0} & \rightarrow \mathfrak{B}_{\eta^{-1}(S_0)}, \\
(v, S) & \rightarrow (v \circ \eta, \eta^{-1}(S)).
\end{align*}
\]

Moreover, for every \( v \in \mathfrak{A} \),

\[
C(v \circ \eta) = \eta^{-1}(C(v)) \quad \text{and} \quad \text{im}_T(v \circ \eta, \eta^{-1}(a)) = \text{im}_T(v, a) \quad \text{for all} \ a \in C(v).
\]

**Proof.** Let \( v \in \mathfrak{A} \) and call \( u = v \circ \eta \). By the chain rule, \( u \in W^{1,n-1}(\Omega, K) \) and \( \det Du > 0 \) a.e. As \( \eta \) coincides with the identity in a neighborhood of \( \partial \Omega \), \( u|_{\partial \Omega} = v|_{\partial \Omega} \) in the sense of traces, and, hence, \( u|_{\Gamma_D} = \text{id}|_{\Gamma_D} \).

To show that \( \mathcal{E}(u < \infty \), similarly to Proposition 5.1, for each \( g \in C^1_0(\Omega \times \mathbb{R}^n, \mathbb{R}^n) \) we define \( f \in C^1_0(\Omega \times \mathbb{R}^n, \mathbb{R}^n) \) as

\[
f(x, y) := g(\eta^{-1}(x), y), \quad (x, y) \in \Omega \times \mathbb{R}^n.
\]

Then it is easy to show that \( \mathcal{E}(u, g) = \mathcal{E}(v, f) \) and \( \|f\|_{L^\infty(\Omega \times \mathbb{R}^n, \mathbb{R}^n)} = \|g\|_{L^\infty(\Omega \times \mathbb{R}^n, \mathbb{R}^n)} \), which implies \( \mathcal{E}(u) = \mathcal{E}(v) < \infty \).

Finally, a similar argument to that of Proposition 5.1 (in fact, slightly easier) shows that

\[
\deg \left( u, \eta^{-1}(\partial U), \cdot \right) = \deg (v, \partial U, \cdot) \quad \text{a.e.}
\]

for any open set \( U \subset \subset \Omega \) with a \( C^2 \) boundary. This implies that \( \text{im}_T(u, \eta^{-1}(U)) = \text{im}_T(v, U) \). (See [38, sect. 2] for an explanation of why it is convenient to use \( C^2 \) open sets.) As a consequence, \( u \) satisfies condition INV, \( \text{im}_T(u, \eta^{-1}(a)) = \text{im}_T(v, a) \) for all \( a \in \Omega \), and \( C(u) = \eta^{-1}(C(v)) \).

We thus infer that the three maps of the statement are well defined. Arguing with \( v \circ \eta^{-1} \), we conclude that they are bijections. \( \square \)

Naturally, properties (W0)–(W6) of the function \( W \) (see subsection 4.2) induce analogous properties for the function \( \tilde{W} : [0, 1] \times \Omega \times K \times GL_+(n) \rightarrow \mathbb{R} \) defined as

\[
\tilde{W}(t, x, y, F) := W(x, D\psi(t)(y) F),
\]

all of which are listed in [18] (see also [42]). The definition of \( \tilde{W} \) is made so that for all \( t \in [0, 1] \) and \( v \in \mathfrak{A} \),

\[
\tilde{W}(t)(v) = \int_\Omega \tilde{W}(t, x, v(x), Dv(x)) \, dx.
\]

We state here those properties of \( \tilde{W} \) that are explicitly used in our construction. There exist \( \gamma \in (0, 1), b \in L^1(\Omega) \) with \( b \geq 0 \) and \( c > 0 \) such that the following hold:

\[
\text{(W3)} \sup_{t \in [0, 1]} \tilde{W}(t)(\text{id}) < \infty.
\]

\[
\text{(W4)} \text{There exist an increasing function } \tilde{h}_1 : (0, \infty) \rightarrow [0, \infty) \text{ and a convex function } \tilde{h}_2 : (0, \infty) \rightarrow \mathbb{R} \text{ such that}
\]

\[
\lim_{t \rightarrow \infty} \frac{\tilde{h}_1(t)}{t} = \lim_{t \rightarrow \infty} \frac{\tilde{h}_2(t)}{t} = \lim_{t \nearrow 0} \tilde{h}_2(t) = \infty.
\]
and

\[ \hat{W}(t, x, y, F) \geq b(x) + c|F|^{n-1} + \bar{h}_1(|\text{cof } F|) + \bar{h}_2(\det F) \]

for a.e. \( x \in \Omega \) and all \((t, y, F) \in [0, 1] \times K \times GL_+(n)\).

(W5) For a.e. \( x \in \Omega \) and every \( t \in [0, 1] \), \( y \in K \), and \( F, G \in GL_+(n) \) with \(|G - 1| < \gamma\),

\[ \hat{W}(t, x, y, FG) + b(x) \leq c \left( \hat{W}(t, x, y, F) + b(x) \right). \]

(W6) For a.e. \( x \in \Omega \) and every \( t_1, t_2 \in [0, 1] \), \( y \in K \), and \( F \in GL_+(n) \) with \(|t_1 - t_2| < \gamma\),

\[ |\hat{W}(t_1, x, y, F) - \hat{W}(t_2, x, y, F)| \leq c \left( \hat{W}(t_1, x, y, F) + b(x) \right)|t_1 - t_2|. \]

(W7) For every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for a.e. \( x \in \Omega \) and every \( t_1, t_2 \in [0, 1], y \in K \), and \( F \in GL_+(n) \) with \(|t_1 - t_2| < \delta\),

\[ |D_1 \hat{W}(t_1, x, y, F) - D_1 \hat{W}(t_2, x, y, F)| \leq \varepsilon \left( \hat{W}(t_1, x, y, F) + b(x) \right), \]

where \( D_1 \) indicates derivative with respect to the first variable.

(W8) For a.e. \( x \in \Omega \) and every \( t \in [0, 1], y_1, y_2 \in K \), and \( F \in GL_+(n) \),

\[ \hat{W}(t, x, y_2, F) + b(x) \leq c \left( \hat{W}(t, x, y_1, F) + b(x) \right). \]

Properties (W3) and (W5)–(W8) are proved in [18]. A short proof of (W4) goes as follows. Consider the functions \( h_1 \) and \( h_2 \) of (W4), let

\[ m := \min \left\{ \inf_{t \in [0, 1]} \inf_{\phi \in [0, 1]} \inf_{\psi \in [0, 1]} \right. \left| \text{det } D\phi(t) \right|^{-1}, \inf_{t \in [0, 1]} \inf_{\phi \in [0, 1]} \text{det } D\psi(t) \right\}, \]

note that \( 0 < m < 1 \), and define \( \bar{h}_1(\xi) := h_1(m\xi) \) for all \( \xi \in (0, \infty) \). Now, let \( \xi_0 \in (0, \infty) \) be a point where \( h_2 \) is minimum, and define

\[ \bar{h}_2(\xi) := \begin{cases} h_2(\xi) & \text{if } 0 < \xi < \xi_0, \\ h_2(\xi_0) & \text{if } \xi_0 \leq \xi \leq \frac{\xi_0}{m}, \\ h_2(m\xi) & \text{if } \xi > \frac{\xi_0}{m}. \end{cases} \]

It is easy to check that the functions \( \bar{h}_1 \) and \( \bar{h}_2 \) satisfy the required properties.

The following result shows that the function \( \bar{S}_1(\cdot)(v) \) is of class \( C^1 \). We will use the operator \( \text{div}^M \) of tangential divergence over an \( \mathcal{H}^{n-1} \)-rectifiable manifold \( M \), the definition of which can be found, e.g., in [1, Def. 7.27].

**Proposition 5.3.** For each \( v \in \mathfrak{V} \), the function \( \bar{S}_1(\cdot)(v) \) is of class \( C^1 \) in \([0, 1]\), and for each \( t \in [0, 1] \),

\[ \bar{S}'_1(t)(v) = \sum_{a \in C(v)} \kappa_1(a) \int_{\varphi(t)(\partial^* \text{int}(v, a))} \text{div}^{\psi(t)(\partial^* \text{int}(v, a))} \left( \psi'(t) \circ \phi(t) \right) d\mathcal{H}^{n-1}. \]

Moreover, there exist \( c, c_1, c_2 > 0 \), depending only on \( \psi \) and \( \phi \), such that for all \( t \in [0, 1], \)

\[ |\bar{S}'_1(t)(v)| \leq c \bar{S}_1(v), \quad c_1 \bar{S}_1(t)(v) \leq \bar{S}_1(v) \leq c_2 \bar{S}_1(t)(v). \]
Furthermore, there exists a modulus of continuity \( \omega : [0, 1] \to [0, \infty) \) such that for all \( t_1, t_2 \in [0, 1] \) and all \( \mathbf{v} \in \mathfrak{A} \), we have

\[
|S'_1(t_2)(\mathbf{v}) - S'_1(t_1)(\mathbf{v})| \leq S_1(\mathbf{v}) \omega(|t_2 - t_1|).
\]

**Proof.** From (5.2) we infer that for each \( t \in [0, 1] \),

\[
S_1(t)(\mathbf{v}) = S_1(\psi(t) \circ \mathbf{v}) = \sum_{\alpha \in C(\mathbf{v})} \kappa_1(\alpha) \text{Per}((\psi(t) (\imath_{t} \mathbf{v})))
\]

(5.13)

\[
= \sum_{\alpha \in C(\mathbf{v})} \kappa_1(\alpha) \mathcal{H}^{n-1}(\psi(t) (\partial^* \imath_{t} \mathbf{v})).
\]

Fix \( t_0 \in [0, 1] \) and \( \mathbf{a} \in C(\mathbf{v}) \), and call \( M := \partial^* \imath_{t_0} \mathbf{v} \). Thanks to Lemma 2.7(iii), we have that \( M \subset K \mathcal{H}^{n-1}\text{-a.e.} \). Define the set \( M_0 := \psi(t_0)(M) \) and the function \( F : [0, 1] \to C^1(K, \mathbb{R}^n) \), \( F(t) := \psi(t) \circ \phi(t_0) \), \( t \in [0, 1] \).

Clearly,

\[
\psi(t)(M) = F(t)(M_0), \quad F(t_0) = \text{id}, \quad F'(t_0) = \psi'(t_0) \circ \phi(t_0),
\]

where the last equality is easily seen using the regularity of \( \psi \). The first variation area formula (see, e.g., [56, sect. 9] or [1, sect. 7.3]) shows that

\[
\frac{d}{dt} \bigg|_{t=t_0} \mathcal{H}^{n-1}(F(t)(M_0)) = \int_{M_0} \text{div} M_0 F'(t_0) d\mathcal{H}^{n-1}.
\]

Indeed, although it is customary to impose in the proof of the first variation of the area that \( F \) is a compactly supported perturbation of the identity, the same proof is valid for a general family of diffeomorphisms, as is \( F \) in our case (see, if necessary, e.g., [58, Thm. 9.11] or [20, sect. 2.1]). Repeating this argument for any \( \mathbf{a} \in C(\mathbf{v}) \), we obtain formula (5.12).

We pass now to prove the existence of the modulus of continuity. Define \( G(t) := \psi'(t) \circ \phi(t) \) for \( t \in [0, 1] \), and note that, thanks to the chain rule,

\[
|DG(t)(\mathbf{y})| \leq \|D\psi'(t)\|_{C([0,1],C(K,\mathbb{R}^{n\times n}))} \|D\phi\|_{C([0,1],C(K,\mathbb{R}^{n\times n}))}, \quad \mathbf{y} \in K.
\]

As before, fix \( \mathbf{a} \in C(\mathbf{v}) \) and call \( M = \partial^* \imath_{t_0} \mathbf{v} \). As \( M \) is countably \( \mathcal{H}^{n-1}\)-rectifiable, there exists an \( \mathcal{H}^{n-1}\)-(\( M \setminus M_1 \)) = 0 and, for all \( \mathbf{y} \in M_1 \), the approximate tangent space \( T_\mathbf{y} M \) of \( M \) at \( \mathbf{y} \) is well defined. Define now, for each \( t \in [0, 1] \),

\[
H(t) : \psi(t)(M_1) \to \mathbb{R}, \quad H(t) := \text{div} \psi'(t)(M) G(t),
\]

\[
\tilde{H}(t) : M_1 \to \mathbb{R}, \quad \tilde{H}(t)(\mathbf{y}) := H(t)(\psi(t)(\mathbf{y})) |\text{cof} \psi'(t)(\mathbf{y}) \mathbf{\nu}_M(\mathbf{y})|, \quad \mathbf{y} \in M_1,
\]

where \( \mathbf{\nu}_M(\mathbf{y}) \) is the unit normal of \( M \) at \( \mathbf{y} \). Note that by Federer’s [22] area formula for surfaces (see also [38, Prop. 2.9]),

\[
\int_{\psi(t)(M)} H(t)(\mathbf{y}) d\mathcal{H}^{n-1}(\mathbf{y}) = \int_M \tilde{H}(t)(\mathbf{y}) d\mathcal{H}^{n-1}(\mathbf{y}),
\]

where the values of \( H(t) \) in \( \psi(t)(M \setminus M_1) \) and of \( \tilde{H}(t) \) in \( M \setminus M_1 \) are defined arbitrarily.
Fix $y \in M_1$ and let $t, t_1, t_2 \in [0, 1]$. Then
\begin{equation}
|\bar{H}(t_2)(y) - \bar{H}(t_1)(y)| \\
\leq |H(t_2)(\psi(t_2)(y))| |\text{cof } D\psi(t_2)(y)\nu_M(y)| - |\text{cof } D\psi(t_1)(y)\nu_M(y)| \\
+ |H(t_2)(\psi(t_2)(y)) - H(t_1)(\psi(t_1)(y))| |\text{cof } D\psi(t_1)(y)\nu_M(y)|.
\end{equation}

Using that the function $t \mapsto \text{cof } D\psi(t)$ is in $C^1([0, 1], C(K, \mathbb{R}^{n \times n}))$, we find that
\begin{equation}
|\text{cof } D\psi(t_2)(y)\nu_M(y)| - |\text{cof } D\psi(t_1)(y)\nu_M(y)| \\
\leq |\text{cof } D\psi(t_2)(y) - \text{cof } D\psi(t_1)(y)| \\
\leq |\text{cof } D\psi(t_2) - \text{cof } D\psi(t_1)|_{C([K, \mathbb{R}^{n \times n})} \\
\leq |\text{cof } D\psi|_{C^1([0, 1], C([K, \mathbb{R}^{n \times n}))} |t_2 - t_1|
\end{equation}
and
\begin{equation}
|\text{cof } D\psi(t_1)(y)\nu_M(y)| \leq |\text{cof } D\psi|_{C([0, 1], C([K, \mathbb{R}^{n \times n})))}.
\end{equation}

Now let $\{\tau_i(t, y)\}_{i=1}^{n-1}$ be an orthonormal basis of $T_{\psi(t)}(\psi(t)(M))$, and $\{e_k\}_{k=1}^n$ be the canonical basis of $\mathbb{R}^n$. By the definition of tangential divergence (see, e.g., [1, Rem. 7.28]), we have that
\begin{equation}
H(t)(\psi(t)(y)) = \sum_{k=1}^n \sum_{i=1}^{n-1} (DG_k(t) (\psi(t)(y)) \cdot \tau_i(t, y)) (e_k \cdot \tau_i(t, y)),
\end{equation}
where $G_k$ is the $k$th component of $G$, so, using (5.14),
\begin{equation}
|H(t)(\psi(t)(y))| \leq C_n |DG(t) (\psi(t)(y))| \\
\leq C_n \|D\psi'(t)\|_{C([0, 1], C([K, \mathbb{R}^{n \times n})))} \|D\phi\|_{C([0, 1], C([K, \mathbb{R}^{n \times n})))},
\end{equation}
where $C_n > 0$ is a dimensional constant, and
\begin{equation}
|H(t_2)(\psi(t_2)(y)) - H(t_1)(\psi(t_1)(y))| \leq C_n |DG(t_2) (\psi(t_2)(y)) - DG(t_1) (\psi(t_1)(y))|.
\end{equation}

The definition of $G$ and the chain rule show that
\begin{equation}
DG(t) (\psi(t)(y)) = D\psi'(t)(y) D\psi(t)(y)^{-1}.
\end{equation}

Now, the function $t \mapsto D\psi(t)$ is in $C^1([0, 1], C(K, \mathbb{R}^{n \times n}))$, the function $t \mapsto D\psi'(t)$ is in $C([0, 1], C(K, \mathbb{R}^{n \times n}))$, and, thanks to Lemma 4.1, the function $t \mapsto D\psi(t)(\cdot)^{-1}$ is also in $C^1([0, 1], C(K, \mathbb{R}^{n \times n}))$. Therefore, the function $t \mapsto DG(t) (\psi(t)(\cdot))$ is in $C([0, 1], C(K, \mathbb{R}^{n \times n}))$, and, consequently, there exists a modulus of continuity $\tilde{\omega} : [0, \infty) \to [0, \infty)$, depending on $\psi$ and $\phi$ but not on $M$ or $v$, such that
\begin{equation}
\|DG(t_2) (\psi(t_2)(\cdot)) - DG(t_1) (\psi(t_1)(\cdot))\|_{C([K, \mathbb{R}^{n \times n})} \leq \tilde{\omega}(|t_2 - t_1|),
\end{equation}
so
\begin{equation}
|DG(t_2) (\psi(t_2)(y)) - DG(t_1) (\psi(t_1)(y))| \leq \tilde{\omega}(|t_2 - t_1|).
\end{equation}
Putting together (5.16)–(5.21), we find that there exists a modulus of continuity \( \omega : [0, \infty) \to [0, \infty) \), depending on \( \psi \) and \( \phi \) but not on \( M \) or \( \nu \), such that
\[
\sup_{y \in M_t} |\bar{H}(t_2)(y) - \bar{H}(t_1)(y)| \leq \omega(|t_2 - t_1|).
\]
Therefore,
\[
(5.22) \quad \left| \int_M \bar{H}(t_2) \, dH^{n-1} - \int_M \bar{H}(t_1) \, dH^{n-1} \right| \leq H^{n-1}(M) \omega (|t_2 - t_1|),
\]
and using (5.15) we find that
\[
\left| \int_{\psi(t_2)(M)} H(t_2) \, dH^{n-1} - \int_{\psi(t_1)(M)} H(t_1) \, dH^{n-1} \right| \leq H^{n-1}(M) \omega (|t_2 - t_1|).
\]
Repeating this argument for any \( a \in C(\nu) \), having in mind formulas (5.12) and (3.1), we obtain that
\[
|S_1(t_2)(\nu) - S_1(t_1)(\nu)| \leq \sum_{\alpha \in C(\nu)} \kappa_1(\alpha) \int_0^T \int_{\Omega} \| \partial^* \| \| H \| \dH^{n-1}
\]
\[
= S_1(\nu) \omega (|t_2 - t_1|).
\]
Finally, to give a bound on \( S_1(t) \), we observe that (5.19) implies that
\[
\int_{\psi(t)(\partial^* \nu)} \left( \partial^* \int H(\nu, \alpha) \right) \left( \psi(t) \circ \phi(t) \right) \dH^{n-1}
\]
\[
\leq C_n \int H^{n-1} \left( \psi(t)(\partial^* \nu) \right) \| D\psi \|_{C([0,1], C(K, \mathbb{R}^{n \times n}))} \| D\phi \|_{C([0,1], C(K, \mathbb{R}^{n \times n}))},
\]
and that by a standard property of the Hausdorff measure (see, e.g., [1, Prop. 2.49]),
\[
H^{n-1} \left( \psi(t)(\partial^* \nu) \right) \leq c_1(t) \int H^{n-1} \left( \partial^* \nu \right),
\]
where \( c_1(t) > 0 \) is the Lipschitz constant of \( \psi(t) \). Recalling (5.12) and (3.1), we find that there exists a constant \( c > 0 \), depending only on \( \psi \) and \( \phi \), such that
\[
|S_1(t)(\nu)| \leq c \sum_{\alpha \in C(\nu)} \kappa_1(\alpha) H^{n-1} \left( \partial^* \nu \right) = c S_1(\nu).
\]
A similar argument starting again from (5.13) shows that
\[
c_1 S_1(t)(\nu) \leq S_1(\nu) \leq c_2 S_1(t)(\nu),
\]
where \( c_1 \) is the maximum in \( t \in [0,1] \) of the Lipschitz constant of \( \psi(t) \), and \( c_2 \) is the maximum in \( t \in [0,1] \) of the Lipschitz constant of \( \phi(t) \).

**Corollary 5.4.** For each \( \nu \in \mathfrak{A} \), the function \( \bar{T}^c(\cdot)(\nu) \) is of class \( C^1 \) in \([0,1]\), and for each \( t \in [0,1] \),
\[
(\bar{T}^c)^t(\cdot)(\nu) = \int_{\Omega} D_2 W(x, D(\psi(t) \circ \nu)) \cdot D(\psi(t) \circ \nu) \ \d x
\]
\[
+ \sum_{\alpha \in C(\nu)} \kappa_1(\alpha) \int_{\psi(t)(\partial^* \nu)} \partial^* \int H(\nu, \alpha) \left( \psi(t) \circ \phi(t) \right) \dH^{n-1}.
\]
Moreover, for every \( M > 0 \) there exists a modulus of continuity \( \omega_M : [0, 1] \to [0, \infty) \) such that for every \( v \in \mathfrak{V} \) with \( \bar{\mathfrak{V}}(0)(v) \leq M \), we have

\[
(\bar{\mathfrak{V}}'(t_1)(v) - \bar{\mathfrak{V}}'(t_2)(v)) \leq \omega_M(|t_1 - t_2|), \quad t_1, t_2 \in [0, 1].
\]

**Proof.** The function \( \bar{W}(\cdot)(v) \) is of class \( C^1 \) thanks to property (W6) (see, if necessary [18, Rem. 2.8]), and its derivative was calculated in [18, eq. (2.26)]. The existence of the modulus of continuity is a consequence of (W7). The corresponding properties for \( \bar{S}_i(\cdot)(v) \) follow from Proposition 5.3. \( \square \)

### 6. Convergence in the sense of cavitation

The following two definitions explain the notions of convergence of sets and of functions that will be needed in what follows.

**Definition 6.1.** Let \( \{S_j\}_{j \in \mathbb{N}} \) be a sequence of finite subsets of \( \Omega \), and let \( S \subset \bar{\Omega} \).

We say that \( \{S_j\}_{j \in \mathbb{N}} \) converges to \( S \) componentwise when there exist \( M \in \mathbb{N} \), points \( a_1, \ldots, a_M \in \bar{\Omega} \), and, for each \( j \in \mathbb{N} \), points \( a_{1,j}, \ldots, a_{M,j} \in \Omega \) such that

1. \( S_j = \{a_{1,j}, \ldots, a_{M,j}\} \) and \( H^0(S_j) = M \) for each \( j \in \mathbb{N} \).
2. \( \lim_{j \to \infty} a_{i,j} = a_i \) for each \( i \in \{1, \ldots, M\} \), and \( S = \{a_1, \ldots, a_M\} \).

**Definition 6.2.** Let \( \{u_j\}_{j \in \mathbb{N}} \) be a sequence of functions in \( W^{1,n-1}(\Omega, K) \), and let \( u \in W^{1,n-1}(\Omega, K) \). We say that \( \{u_j\}_{j \in \mathbb{N}} \) converges to \( u \) in the sense of cavitation when

\[
\begin{align*}
\text{cof } Du_j & \to \text{cof } Du 	ext{ in } L^1(\Omega, \mathbb{R}^{n \times n}), \\
\det Du_j & \to \det Du \text{ in } L^1(\Omega), \\
\sum_{a \in C(u_j)} L^n(\text{im}_T(v_j, a)) & \lesssim \sum_{a \in C(u)} L^n(\text{im}_T(v, a)) \quad \text{in } M(\Omega),
\end{align*}
\]

as \( j \to \infty \).

These definitions enjoy good compactness a lower semicontinuity properties, as shown in the following results.

**Lemma 6.3.** Let \( S_0 \) be a finite subset of \( \Omega \), and let \( \{S_j\}_{j \in \mathbb{N}} \) be a sequence of finite subsets of \( \Omega \) such that

\[
\sup_{j \in \mathbb{N}} H^0(S_j) < \infty,
\]

and \( S_0 \subset S_j \) for all \( j \in \mathbb{N} \). Then there exists a subsequence (not relabeled) and a finite set \( S \subset \bar{\Omega} \) such that \( S_j \to S \) componentwise, as \( j \to \infty \). Moreover, for any such subsequences and any such limits, we have that \( S_0 \subset S \) and

\[
S_0(S \cap \Omega) \leq \lim inf_{j \to \infty} S_0(S_j).
\]

**Proof.** By selecting a subsequence we can assume, without loss of generality, that the sequence \( \{H^0(S_j)\}_{j \in \mathbb{N}} \) is constant, say \( M \in \mathbb{N} \), and \( \lim_{j \to \infty} S_0(S_j) \) exists. For each \( j \in \mathbb{N} \), choose an ordering of the elements of \( S_j \) so that its first elements are precisely those of \( S_0 \), and identify this ordered \( S_j \) with an element of \( \mathbb{R}^M \). For a further subsequence, \( S_j \to S \), as \( j \to \infty \) in the topology of \( \mathbb{R}^M \), for some \( S \subset \bar{\Omega} \) with \( S_0 \subset S \). Then \( S_j \to S \) as \( j \to \infty \) componentwise. Using the notation of Definition 6.1, we have that

\[
S_0(S \cap \Omega) \leq \sum_{i=1}^M \kappa_0(a_i) = \sum_{i=1}^M \lim_{j \to \infty} \kappa_0(a_i(j)) = \lim_{j \to \infty} S_0(S_j),
\]

due to the continuity of \( \kappa_0 \). The result is proved. \( \square \)
We now show that natural bounds on the deformations provide compactness in the sense of Definition 6.2. The following result is in fact part of the proof of [38, Thm. 8.5], but we write it out for the sake of completeness.

**Proposition 6.4.** Let \( \{v_j\}_{j \in \mathbb{N}} \) be a sequence of functions in \( W^{1,n-1}(\Omega,K) \). Assume that \( v_j \) satisfies INV and \( \det Dv_j > 0 \) a.e. for each \( j \in \mathbb{N} \). Suppose that there exist an increasing function \( h_1 : (0, \infty) \to [0, \infty) \) and a convex function \( h_2 : (0, \infty) \to \mathbb{R} \) satisfying (5.11) and

\[
\sup_{j \in \mathbb{N}} \left[ \|Dv_j\|_{L^{n-1}(\Omega,K)} + \|h_1(\text{cof } Dv_j)\|_{L^1(\Omega)} + \|h_2(\det Dv_j)\|_{L^1(\Omega)} + \mathcal{E}(v_j) \right] < \infty.
\]

Then there exist \( v \in W^{1,n-1}(\Omega,K) \) satisfying INV, \( \det Dv > 0 \) a.e. and \( \mathcal{E}(v) < \infty \), and a subsequence (not relabeled) such that \( \{v_j\}_{j \in \mathbb{N}} \) converges to \( v \) in the sense of cavitation.

**Proof.** The sequence \( \{v_j\}_{j \in \mathbb{N}} \) is bounded in \( W^{1,n-1}(\Omega,K) \) because of the bound of the gradient given by (6.2) and of the \( L^\infty \) bound given by the set \( K \). Therefore, there exists \( v \in W^{1,n-1}(\Omega,K) \) and a subsequence such that

\[
v_j \rightharpoonup v \text{ in } W^{1,n-1}(\Omega,K) \quad \text{and} \quad v_j \to v \text{ a.e.}
\]
as \( j \to \infty \). Thanks to bounds (6.2) and De La Vallée Poussin’s criterion, there exist \( \vartheta \in L^1(\Omega,\mathbb{R}^{n \times n}) \) and \( \theta \in L^1(\Omega) \) such that, for a subsequence (not relabeled),

\[
\text{cof } Dv_j \to \vartheta \text{ in } L^1(\Omega,\mathbb{R}^{n \times n}), \quad \det Dv_j \to \theta \text{ in } L^1(\Omega),
\]
as \( j \to \infty \). As \( \{\text{cof } Dv_j\}_{j \in \mathbb{N}} \) converges weakly to \( \vartheta \) in \( L^1(\Omega,\mathbb{R}^{n \times n}) \), and the sequence \( \{Dv_j\}_{j \in \mathbb{N}} \) is bounded in \( L^{n-1}(\Omega,\mathbb{R}^{n \times n}) \), by a standard result on weak continuity of minors (see, e.g., [6, Thm. 4.11]), we obtain \( \vartheta = \text{cof } Dv \) a.e. Thanks to Lemma 2.8, we have that \( \theta = \det Dv \) a.e. and \( \mathcal{E}(v) < \infty \).

Clearly, \( \theta \geq 0 \) a.e. If \( \theta \) were zero in a set \( A \subset \Omega \) of positive measure, then we would have (for a subsequence) \( \det Dv_j \to 0 \) a.e. in \( A \); hence \( h_2(\det Dv_j) \to \infty \) a.e. in \( A \), as \( j \to \infty \), due to the growth condition (5.11). Thus, thanks to Fatou’s lemma, \( \|h_2(\det Dv_j)\|_{L^1(\Omega)} \to \infty \), as \( j \to \infty \), which is a contradiction with (6.2). Therefore, \( \theta > 0 \) a.e.

By Lemma 2.9, \( v \) satisfies INV and the convergence (2.8) holds. \( \square \)

The lower semicontinuity property of Definition 6.2 is as follows.

**Proposition 6.5.** For each \( j \in \mathbb{N} \), let \( v_j, v \in W^{1,n-1}(\Omega,K) \) satisfy INV and

\[
\det Dv_j > 0 \text{ a.e.,} \quad \det Dv > 0 \text{ a.e.,} \quad \sup_{j \in \mathbb{N}} \mathcal{E}(v_j) < \infty, \quad \mathcal{E}(v) < \infty.
\]

Suppose that \( \{v_j\}_{j \in \mathbb{N}} \) converges to \( v \) in the sense of cavitation. Fix \( t \in [0,1] \). Then

\[
\tilde{W}(t)(v) \leq \liminf_{j \to \infty} \tilde{W}(t)(v_j) \quad \text{and} \quad \tilde{S}_1(t)(v) \leq \liminf_{j \to \infty} \tilde{S}_1(t)(v_j).
\]

**Proof.** For simplicity, call \( \tilde{\psi} := \psi(t) \). For each \( j \in \mathbb{N} \), define \( u_j := \tilde{\psi} \circ v_j \) and \( u := \tilde{\psi} \circ v \). From Proposition 5.1 we find that \( u_j, v \in W^{1,n-1}(\Omega,K) \) satisfy INV,

\[
\det Du_j > 0 \text{ a.e.,} \quad \det Du > 0 \text{ a.e.,} \quad \mathcal{E}(u_j) < \infty, \quad \mathcal{E}(u) < \infty.
\]
The a.e. convergence of \( \{v_j\}_{j \in \mathbb{N}} \) given by Definition 6.2, together with the continuity of \( \tilde{\psi} \), shows that \( u_j \to u \) a.e. as \( j \to \infty \). Moreover, the chain rule and the inequality

\[
|Du_j| \leq \|D\tilde{\psi}\|_{L^\infty(\Omega,\mathbb{R}^{n \times n})} |Dv_j|, \quad j \in \mathbb{N}
\]
show that, for a subsequence, \( \{u_j\}_{j \in \mathbb{N}} \) converges weakly in \( W^{1,n-1}(\Omega, \mathbb{R}^n) \). The a.e. convergence of \( \{u_j\}_{j \in \mathbb{N}} \) implies that, in fact, for the whole sequence, \( u_j \rightharpoonup u \) in \( W^{1,n-1}(\Omega, \mathbb{R}^n) \), as \( j \to \infty \). On the other hand, thanks to the chain rule and the multiplicity of the cofactor and of the determinant, we can apply a standard convergence result (see, e.g., [57, Lem. 6.7]) concerning the product of a weakly convergent sequence in \( L^1 \) by a bounded sequence in \( L^\infty \) converging a.e., so as to conclude that

\[
\text{cof } Du_j \rightharpoonup \text{cof } Du \text{ in } L^1(\Omega, \mathbb{R}^{n \times n}), \quad \det Du_j \rightharpoonup \det Du \text{ in } L^1(\Omega),
\]
as \( j \to \infty \). Finally, Lemma 2.9 shows that the convergence (2.8) holds as \( j \to \infty \). Thus, \( \{u_j\}_{j \in \mathbb{N}} \) tends to \( u \) in the sense of cavitation. In fact, standard theorems on weak continuity of minors (see, e.g., [3, Cor. 6.2.2]) show that, not only \( \text{cof } Du_j \) and \( \det Du_j \), but also all the minors of \( Du_j \) converge to the corresponding minors of \( Du \) weakly in \( L^1 \) as \( j \to \infty \). Using the polyconvexity property (W4) and the standard lower semicontinuity theorem of [6, Thm. 5.4], we obtain that

\[
W(u) \leq \liminf_{j \to \infty} W(u_j),
\]
whereas Proposition 3.1 shows the actual inequalities of the statement, thanks to the definition (5.1).

We finally show how the two convergences of Definitions 6.1 and 6.2 are related.

**Lemma 6.6.** For each \( j \in \mathbb{N} \), let \( (v_j, S_j) \) \( \in \mathfrak{B} \). Let \( v \in \mathfrak{A} \) and let \( S \) be a finite set of \( \Omega \). Suppose \( v_j \to v \) in the sense of cavitation, and \( S_j \to S \) componentwise, as \( j \to \infty \). Then \( C(v) \subset S \).

**Proof.** Let \( a_0 \in C(v) \). By Lemma 2.7, \( L^n(\text{im}_T(v, a_0)) > 0 \). From the weak* convergence in \( M(\Omega) \) of Definition 6.2, and using a version of the Portmanteau theorem (see, e.g., [1, Ex. 1.63]), we find that for all \( r \in (0, \text{dist}(a_0, \partial \Omega)) \),

\[
0 < \sum_{a \in C(v) \cap B(a_0, r)} L^n(\text{im}_T(v, a)) \leq \liminf_{j \to \infty} \sum_{a \in C(v_j) \cap B(a_0, r)} L^n(\text{im}_T(v_j, a)).
\]

Choose any sequence \( \{r_j\}_{j \in \mathbb{N}} \) in \( (0, \text{dist}(a_0, \partial \Omega)) \) tending to zero. Thanks to (6.3), for each \( j \in \mathbb{N} \) we can find a \( b_j \in C(v_j) \cap B(a_0, r_j) \). Hence, \( b_j \to a_0 \) as \( j \to \infty \), and \( b_j \in S_j \) for each \( j \in \mathbb{N} \). By Definition 6.1, \( a_0 \in S \). \( \square \)

**7. Existence of minimizers.** We now have all compactness and lower semicontinuity properties so as to prove the existence of minimizers for the total energy.

**Proposition 7.1.** Let \( t \in [0, 1] \) and let \( S_0 \) be a finite subset of \( \Omega \). Then there exists a minimizer of \( \bar{T}(t) \) in \( \mathfrak{B}_{S_0} \).

**Proof.** It was noted in subsection 4.6 that \( \mathfrak{B}_{S_0}(t) \neq \emptyset \), and in subsection 4.5 that \( \bar{T} \) is not identically \( +\infty \) in \( \mathfrak{B}_{S_0}(t) \). Hence, by Proposition 5.1, \( \mathfrak{B}_{S_0} \neq \emptyset \), and \( \bar{T}(t) \) is not identically \( +\infty \) in \( \mathfrak{B}_{S_0} \); in fact \( \bar{T}(t)(\text{id}, S_0) < \infty \). In addition, condition (W4) shows that \( \bar{W}(t) \) and hence \( \bar{T}(t) \) are bounded below in \( \mathfrak{B}_{S_0} \).

Let \( \{(v_j, S_j)\}_{j \in \mathbb{N}} \) be a minimizing sequence of \( \bar{T}(t) \) in \( \mathfrak{B}_{S_0} \). Thanks to (K1) we clearly have \( S_j = C(v_j) \cup S_0 \). As shown before,

\[
\lim_{j \to \infty} \bar{T}(t)(v_j, S_j) \leq \bar{T}(t)(\text{id}, S_0) < \infty,
\]
whereas assumptions (W4) and (K1) and inequality (4.2) show that the bounds (6.2) hold, where \( \bar{h}_1 \) and \( \bar{h}_2 \) are as in assumption (W4).

By Proposition 6.4, there exists \( v \in W^{1,n-1}(\Omega, K) \) satisfying INV, \( \det Dv > 0 \) a.e. and \( \bar{E}(v) < \infty \), and a subsequence (not relabeled) such that \( \{v_j\}_{j \in \mathbb{N}} \) converges
to \(v\) in the sense of cavitation. The continuity of the traces shows that \(v|_{\Gamma_D} = \text{id}|_{\Gamma_D}\) in the sense of traces. Therefore, \(v \in \mathfrak{F}\).

From Lemma 6.3, we can find a subsequence and a finite subset \(S\) of \(\Omega\) containing \(S_0\) such that \(S_j \to S\) componentwise, as \(j \to \infty\), and inequality (6.1) holds. Thanks to Lemma 6.6, we have \(C(v) \subset S \cap \Omega\). Thus, \((v, S \cap \Omega) \in \mathfrak{B}_{S_0}\). Proposition 6.5 then shows that

\[
\tilde{I}^c(t)(v) \leq \liminf_{j \to \infty} \tilde{I}^c(t)(v_j),
\]

which, together with inequality (6.1), yields

\[
\tilde{I}(t)(v, S \cap \Omega) \leq \liminf_{j \to \infty} \tilde{I}(t)(v_j, S_j),
\]

and, hence, \((v, S \cap \Omega)\) is a minimizer of \(\tilde{I}(t)\) in \(\mathfrak{B}_{S_0}\). \(\square\)

8. Time discretization. In this section we start the analysis of the quasi-static evolution of the reformulation of the problem given in section 5. As is common in the literature (e.g., \([44, 16]\)), we adopt the scheme of time discretization to approximate the evolution of the problem.

For each \(k \in \mathbb{N}\), we let the numbers \(0 = t_0^k < \cdots < t_k^k = 1\) satisfy

\[
\lim_{k \to \infty} \max_{1 \leq i \leq k} (t_i^k - t_{i-1}^k) = 0.
\]

Let \((v^0, S^0) \in \mathfrak{B}\) be a minimizer of \(\tilde{I}(0)\) in \(\mathfrak{B}_{S_0}\), the existence of which is guaranteed by Proposition 7.1. For every \(k \in \mathbb{N}\) and \(0 \leq i \leq k\) we define \((v_i^k, S_i^k)\) by induction as follows: \((v_0^k, S_0^k) := (v^0, S^0)\), and for \(i = 1, \ldots, k\), let \((v_i^k, S_i^k)\) be a minimizer of \(\tilde{I}(t_i^k)\) in \(\mathfrak{B}_{S_{i-1}^k}\), the existence of which is again a consequence of Proposition 7.1.

For every \(k \in \mathbb{N}\) and every \(t \in [0, 1]\), let \(0 \leq i \leq k - 1\) satisfy \(t \in [t_i^k, t_{i+1}^k)\); for \(t = 1\), take \(i = k\). Consider

\[
(8.1)\quad v_k(t) := v_i^k, \quad S_k(t) := S_i^k, \quad \tau_k(t) := t_i^k, \quad \theta_k(t) := (\tilde{I}^c)'(t)(v_i^k).
\]

Thanks to Corollary 5.4, the function \(\theta_k\) is well defined. Note that by construction,

\[
(8.2)\quad \lim_{k \to \infty} \tau_k(t) = t.
\]

The following result (which is the analogue of \([18, \text{Prop. 3.10}]\)) provides us with enough a priori bounds for the discrete evolution (8.1) to pass to the limit. In addition, when passing to the limit, it will yield one of the inequalities of the energy balance (Proposition 11.1).

**Proposition 8.1.** For each \(k \in \mathbb{N}\) and \(t \in [0, 1]\),

\[
(8.3)\quad \tilde{I}(\tau_k(t))(v_k(t), S_k(t)) \leq \tilde{I}(0)(v^0, S^0) + \int_0^{\tau_k(t)} \theta_k(s) \, ds.
\]

Moreover,

\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} \left[ |\theta_k(t)| + \mathcal{H}^0(S_k(t)) + |\tilde{W}(t)(v_k(t))| + |\tilde{E}(v_k(t))| \right] < \infty.
\]

**Proof.** Let \(k \in \mathbb{N}\) and \(i \in \{1, \ldots, k\}\). First, as \((\text{id}, S_i^k) \in \mathfrak{B}_{S_{i-1}^k}\) (see subsection 4.6 and Proposition 5.1) and \((v_i^k, S_i^k)\) is a minimizer of \(\tilde{I}(t_i^k)\) in \(\mathfrak{B}_{S_{i-1}^k}\), we obtain that \(\tilde{I}^c(t_i^k)(v_i^k) \leq \tilde{I}^c(t_i^k)(\text{id})\); hence, using estimates (W3) and (W4),

\[
(8.4)\quad \sup_{k \in \mathbb{N}} \max_{0 \leq i \leq k} \left[ |\tilde{W}(t_i^k)(v_i^k)| + |\tilde{E}(t_i^k)(v_i^k)| \right] < \infty,
\]

\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} \left[ |\theta_k(t)| + \mathcal{H}^0(S_k(t)) + |\tilde{W}(t)(v_k(t))| + |\tilde{E}(v_k(t))| \right] < \infty.
\]
where the case \( i = 0 \) has been deduced separately. Likewise, as \((v_{k}^{i-1}, S_{k}^{i-1}) \in \mathcal{B}_{S_{k}^{i-1}}\), we obtain that
\[
\mathcal{I}(t_{k}^{i})(v_{k}^{i}, S_{k}^{i}) \leq \mathcal{I}(t_{k}^{i})(v_{k}^{i-1}, S_{k}^{i-1}).
\]
Since, by Corollary 5.4,
\[
\overline{I}(t_{k}^{i})(v_{k}^{i-1}, S_{k}^{i-1}) = \int_{t_{k}^{i-1}}^{t_{k}^{i}} \theta_{k}(s) \, ds.
\]
we find that
\[
\mathcal{I}(t_{k}^{i})(v_{k}^{i}, S_{k}^{i}) \leq \mathcal{I}(t_{k}^{i})(v_{k}^{i-1}, S_{k}^{i-1}) + \int_{t_{k}^{i-1}}^{t_{k}^{i}} \theta_{k}(s) \, ds.
\]
Applying this inequality iteratively, we conclude that
\[
\mathcal{I}(t_{k}^{i})(v_{k}^{i}, S_{k}^{i}) \leq \mathcal{I}(0)(v^{0}, S^{0}) + \int_{0}^{t_{k}^{i}} \theta_{k}(s) \, ds.
\]
Since this inequality is also true when \( i = 0 \), the proof of (8.3) is done.

Bounds (8.4), (4.2), and (K1) show that
\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} E(v_{k}(t)) < \infty,
\]
while estimate (W6) and again (8.4) yield
\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} \left[ |\tilde{W}(t)(v_{k}(t))| + |\tilde{W}'(t)(v_{k}(t))| \right] < \infty.
\]
Now, Proposition 5.3 and inequalities (4.2) and (8.5) imply that
\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} |S_{1}(t)(v_{k}(t))| < \infty.
\]
Estimates (8.6) and (8.7) thus show that
\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} |\theta_{k}(t)| < \infty.
\]
This inequality and (8.3) imply that
\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} |I(t_{k}(t))(v_{k}(t), S_{k}(t))| < \infty,
\]
which thanks to (8.4) shows that
\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} S_{0}(S_{k}(t)) < \infty,
\]
which, in turn, due to (K1) yields
\[
\sup_{t \in [0,1]} \sup_{k \in \mathbb{N}} \mathcal{H}(S_{k}(t)) < \infty.
\]
This last inequality concludes the proof. \( \qed \)
9. Limit passage from discrete to continuum time. In this section we perform the limit of the sequence \( \{(\nu_k(t), S_k(t))\}_{k \in \mathbb{N}} \) of (8.1).

The following auxiliary result shows the existence of a diffeomorphism prescribing the image of finitely many points. It will be used in Propositions 9.3 and 10.1 whenever we approximate a deformation by another with prescribed cavity points. The construction is analogous to that of Henao [35, sect. 6.4].

**Lemma 9.1.** Let \( M \geq 1 \). For each \( i \in \{1, \ldots, M\} \), let \( \{a_i(k)\}_{k \in \mathbb{N}} \) be a sequence in \( \Omega \) converging to a certain \( a_i \in \Omega \). Assume that \( H^0(\{a_1, \ldots, a_M\}) = M \). Then there exist \( k_0 \in \mathbb{N} \) and a sequence \( \{g_k\}_{k \geq k_0} \) of \( C^\infty \) diffeomorphisms from \( \Omega \) onto itself such that the following hold:

1. \( \lim_{k \to \infty} \|g_k - \text{id}\|_{L^\infty(\Omega, \mathbb{R}^n)} + \|Dg_k - I\|_{L^\infty(\Omega, \mathbb{R}^{n \times n})} = 0 \).
2. \( g_k(a_i(k)) = a_i \) for each \( k \geq k_0 \) and \( i \in \{1, \ldots, M\} \).
3. There exists a neighborhood \( U \) of \( \partial \Omega \) such that \( g_k|_{U \cap \Omega} = \text{id}|_{U \cap \Omega} \) for all \( k \geq k_0 \).
4. For each \( x \in \Omega \setminus \{a_1, \ldots, a_M\} \), there exist \( k_0, n \in \mathbb{N} \) and \( \delta > 0 \) such that for any \( k \geq k_0, \) we have that \( g_k|_{B(x, \delta)} = \text{id}|_{B(x, \delta)} \).

**Proof.** Define

\[
m := \frac{1}{2} \min \{ \min \{ |a_i - a_j| : 1 \leq i < j \leq M \} , \min \{ \text{dist}(\partial \Omega, a_i) : 1 \leq i \leq M \} \},
\]

and let \( \varphi : [0, \infty) \to [0, 1] \) be a \( C^\infty \) function such that \( \varphi = 1 \) in a neighborhood of 0, and \( \varphi = 0 \) in \( [m, \infty) \). For each \( k \in \mathbb{N} \), define \( g_k : \Omega \to \mathbb{R}^n \) as

\[
g_k(x) := x + \sum_{i=1}^{M} \varphi((x - a_i(k))(a_i - a_i(k))), \quad x \in \Omega.
\]

It is easy to see that, for \( k_0 \in \mathbb{N} \) large enough, the sequence \( \{g_k\}_{k \geq k_0} \) satisfies the required conditions.

The next result shows some continuity properties of \( \tilde{I}^c \).

**Lemma 9.2.** Let \( \{t_k\}_{k \in \mathbb{N}} \) be a sequence in \( [0, 1] \) converging to some \( t \in [0, 1] \). For each \( k \in \mathbb{N} \), let \( \nu_k \in W^{1,n-1}(\Omega, K) \) satisfy INV and \( \det D\nu_k > 0 \) a.e. The following properties hold:

1. If

\[
\sup_{k \in \mathbb{N}} \tilde{W}(t)(\nu_k) < \infty,
\]

then

\[
\lim_{k \to \infty} \tilde{W}(t_k)(\nu_k) = \tilde{W}(t)(\nu).
\]

If, in addition, there exists \( v \in W^{1,n-1}(\Omega, K) \) such that \( \nu_k \to v \) a.e. and \( D\nu_k \to Dv \) a.e. as \( j \to \infty \), then

\[
\lim_{k \to \infty} \tilde{W}(t_k)(\nu_k) = \tilde{W}(t)(v).
\]

2. If \( \sup_{k \in \mathbb{N}} S_I(\nu_k) < \infty \), then

\[
\lim_{k \to \infty} \left[ \tilde{S}_I(t_k)(\nu_k) - \tilde{S}_I(t)(\nu_k) \right] = 0.
\]

**Proof.** Equality (9.2) follows at once from expression (5.10), bound (9.1), and property (W6).
The a.e. convergence of \( \{v_k\}_{k \in \mathbb{N}} \) and \( \{Dv_k\}_{k \in \mathbb{N}} \), together with the bounds (W5) and (W8), allow one to apply dominated convergence and conclude, thanks to expression (5.10), that \( \lim_{k \to \infty} \mathcal{W}(t)(v_k) = \mathcal{W}(t)(v) \). Thus, (9.2) follows from (9.3).

Now, Proposition 5.3 shows that there exists \( c > 0 \) such that for all \( k \in \mathbb{N} \),

\[
|S_1(t_k)(v_k) - S_1(t)(v_k)| \leq cS_1(v_k)|t_k - t|,
\]

proving statement (2).

The following proposition describes the limit of the sequences \( \{v_k(t)\}_{k \in \mathbb{N}} \) and \( \{S_k(t)\}_{k \in \mathbb{N}} \) constructed in (8.1). The convergence of \( \{S_k(t)\}_{k \in \mathbb{N}} \) is in fact an easy realization of the abstract Helly’s theorem (see [44, Thm. 3.2] for a precise formulation), for which we follow the proof of [19, Thm. 6.3]. The convergence of \( \{v_k(t)\}_{k \in \mathbb{N}} \) follows easily from Propositions 6.4 and 8.1. While the limit passage is straightforward, a crucial property to be proved is that no cavities of \( v_k(t) \) are lost in the limit; in other words, no cavities collapse, heal, or escape to the boundary. (See Steps 3, 5, and 4, respectively, of the proof below.) In the following statement, \( \mathcal{P}(\Omega) \) denotes the set of subsets of \( \Omega \).

**Proposition 9.3.** There exist a subsequence (not relabeled) and an increasing function \( S : [0, 1] \to \mathcal{P}(\Omega) \) such that for each \( t \in [0, 1] \), the sequence \( \{S_k(t)\}_{k \in \mathbb{N}} \) converges componentwise to \( S(t) \). Moreover, for each \( t \in [0, 1] \), there exists \( v(t) \in \mathfrak{A} \) and a subsequence (not relabeled) such that \( v_k(t) \to v(t) \) in the sense of cavitation as \( k \to \infty \). Furthermore, for any such subsequences and any such limits \( v(t) \) and \( S(t) \), we have that

\[
\mathcal{H}^0(S(t)) = \mathcal{H}^0(S_k(t)), \quad k \in \mathbb{N},
\]

\((v(t), S(t)) \in \mathfrak{B}, and\)

\[S(t) = S^0 \cup \bigcup_{s \in [0,t]} C(v(s)).\]

**Proof.** The proof is divided into several steps.

**Step 1:** Convergence of \( S_k(t) \). Let \( D \) be a countable dense subset of \( [0, 1] \) containing \( [0, 1] \). Proposition 8.1 provides the bound

\[
\sup_{t \in [0, 1]} \sup_{k \in \mathbb{N}} \mathcal{H}^0(S_k(t)) < \infty.
\]

Thus, by Lemma 6.3 and a standard diagonal argument, we can find a subsequence (not relabeled) such that for all \( t \in D \), the sequence \( \{S_k(t)\}_{k \in \mathbb{N}} \) converges componentwise to a set \( S(t) \subset \Omega \). By construction, \( S(t_1) \subset S(t_2) \) if \( t_1, t_2 \in D \) with \( t_1 < t_2 \). For each \( t \in [0, 1] \setminus D \), define

\[S^-(t) := \bigcup_{s \in D \cap [0,t)} S(s), \quad S^+(t) := \bigcap_{s \in D \cap (t,1]} S(s).\]

Then \( S^-(t) \subset S^+(t) \) for all \( t \in [0, 1] \setminus D \). Let \( E \) be the set of \( t \in [0, 1] \setminus D \) for which \( S^-(t) \neq S^+(t) \). Then \( E \) is finite, since so is \( S(1) \). For each \( t \in [0, 1] \setminus (D \cup E) \), we define \( S(t) := S^-(t) \), and for a further subsequence (not relabeled), for each \( t \in E \), the sequence \( \{S_k(t)\}_{k \in \mathbb{N}} \) converges componentwise to a set \( S(t) \subset \Omega \), thanks to Lemma 6.3 again.
We have therefore shown that there exist, for a subsequence, an increasing function \(N : [0, 1] \to \mathbb{N}\), points
\[
a_1(k), \ldots, a_{N(1)}(k) \in \Omega \quad \text{for each } k \in \mathbb{N},
\]
and points \(a_1, \ldots, a_{N(1)} \in \Omega\) such that
\[
S_k(t) = \{a_1(k), \ldots, a_{N(t)}(k)\} \quad \text{and} \quad H^0(S_k(t)) = N(t) \quad \text{for each } t \in [0, 1] \text{ and } k \in \mathbb{N},
\]
\[
\lim_{k \to \infty} a_i(k) = a_i \quad \text{for each } i \in \{1, \ldots, N(1)\}, \quad \text{and} \quad S(t) = \{a_1, \ldots, a_{N(t)}\} \quad \text{for each } t \in [0, 1].
\]

**Step 2:** Convergence of \(v_k(t)\). Proposition 8.1 and property \((W4)\) provide the bounds stated in (6.2). Therefore, by Proposition 6.4 and the continuity of traces, for each \(t \in [0, 1]\) there exist \(v(t) \in \mathfrak{A}\) and a subsequence (not relabeled) such that \(v_k(t) \to v(t)\) in the sense of cavitation, as \(k \to \infty\). Note that \(C(v(t)) \subset S(t)\) thanks to Lemma 6.6. Now, Proposition 6.5 shows that
\[
\bar{I}^c(t)(v(t)) \leq \liminf_{k \to \infty} \bar{I}^c(t)(v_k(t)).
\]

Thanks to Lemma 9.2, using again the bounds of Proposition 8.1, we find that
\[
\lim_{k \to \infty} \left[ \bar{I}^c(t)(v_k(t)) - \bar{I}^c(\tau_k(t))(v_k(t)) \right] = 0,
\]
so we conclude that
\[
\bar{I}^c(t)(v(t)) \leq \liminf_{k \to \infty} \bar{I}^c(\tau_k(t))(v_k(t)).
\]

**Step 3:** \(H^0(S(t)) = N(t)\). Suppose, for a contradiction, that \(H^0(S(t)) < N(t)\) for some \(t \in [0, 1]\). Then there exist \(1 \leq M_1 < M_2 < N(t)\) such that \(a_{M_1} = a_{M_2}\). As \(\{a_{M_1}(k), a_{M_2}(k)\} \notin S^0\) for \(k\) large enough, there exists \(j_k \in \{1, \ldots, k\}\) such that \(\{a_{M_1}(k), a_{M_2}(k)\} \subset S_k^{j_k}\) and \(a_{M_2}(k) \notin S_k^{j_k-1}\).

Applying the bounds of Proposition 8.1 and property \((W4)\), as well as the compactness results of Lemma 6.3 and Proposition 6.4, we find that for a subsequence (not relabeled) there exist \(t_0 \in [0, 1]\), \(v \in \mathfrak{A}\) and a finite set \(S \subset \Omega\) such that
\[
t_k^{j_k} \to t_0, \quad v_k^{j_k} \to v \quad \text{in the sense of cavitation, and} \quad S_k^{j_k} \to S \quad \text{componentwise as} \quad k \to \infty.
\]
In addition, by Lemma 6.6, \(C(v) \subset S\). Note, finally, that \(a_{M_1} \in S\).

Let \(p := H^0(C(v))\), and let \(1 \leq N_1 < \cdots < N_p \leq N(t)\) satisfy that \(M_2 \notin \{N_1, \ldots, N_p\}\),
\[
C(v) = \{a_{N_1}, \ldots, a_{N_p}\} \quad \text{and} \quad \{a_{N_1}(k), \ldots, a_{N_p}(k)\} \subset S_k^{j_k} \quad \text{for all } k \in \mathbb{N}.
\]

For each \(k \in \mathbb{N}\) large enough, let \(g_k\) be a diffeomorphism from \(\Omega\) onto itself such that \(g_k(a_{N_i}(k)) = a_{N_i}\) for each \(i \in \{1, \ldots, p\}\), and that satisfies the remaining properties described in Lemma 9.1. Define \(\tilde{v}_k := v \circ g_k\) and \(\tilde{S}_k := S_k^{j_k} \setminus \{a_{M_2}(k)\}\). By Proposition 5.2, \(\tilde{v}_k \in \mathfrak{A}\) and \(C(\tilde{v}_k) = \{a_{N_1}(k), \ldots, a_{N_p}(k)\}\). In addition, as \(a_{M_2}(k) \notin S_k^{j_k-1}\), \((\tilde{v}_k, \tilde{S}_k) \in \mathfrak{B}_{S_k^{j_k-1}}\). Moreover, by the bounds of Proposition 8.1 and Lemma 9.2, we conclude that
\[
\lim_{k \to \infty} \tilde{W}(t_k^{j_k})(\tilde{v}_k) = \tilde{W}(t_0)(v), \quad \lim_{k \to \infty} \left[ \bar{I}^c(t_k^{j_k})(v_k^{j_k}) - \bar{I}^c(0)(v_k^{j_k}) \right] = 0,
\]
so we deduce, using Proposition 6.5, that

\[(9.8) \quad \bar{T}(t_0)(v) \leq \liminf_{k \to \infty} I_k(t_k^j)(v_k^j).\]

Now, by (5.13), Proposition 5.2, the continuity of \(\kappa_1\), and Propositions 8.1 and 5.3,

\[
\lim_{k \to \infty} S_1(t_k^j)(v_k) = \lim_{k \to \infty} \sum_{a \in C(v)} \kappa_1(g_k^{-1}(a)) \Per \left( \psi(t_k^j)(\im_T(v, a)) \right) \\
= \lim_{k \to \infty} \sum_{a \in C(v)} \kappa_1(a) \Per \left( \psi(t_k^j)(\im_T(v, a)) \right) \\
= \lim_{k \to \infty} S_1(t_k^j)(v) = S_1(t_0)(v),
\]

which, together with (9.7), shows that

\[(9.9) \quad \lim_{k \to \infty} I_k(t_k^j)(v_k) = I_k(t_0)(v).\]

On the other hand, for each \(k \in \mathbb{N}\),

\[(9.10) \quad S_0(S_k) = S_0(S_k^j) - \kappa_0(a_{M_k}(k)) \leq S_0(S_k^j) - \inf \kappa_0.\]

Using now that \((v_k^j, S_k^j)\) is a minimizer of \(I_k(t_k^j)\) in \(\mathfrak{A}_{S_k^j-1}\), as well as equations (9.10) and (9.11), we find that

\[
\liminf_{k \to \infty} I_k(t_k^j)(v_k^j, S_k^j) \leq \liminf_{k \to \infty} I_k(t_k^j)(v_k, S_k) \\
\leq \liminf_{k \to \infty} \left[ I_k(t_k^j)(v_k) + S_0(S_k^j) \right] - \inf \kappa_0 \\
= I_k(t_0)(v) - \inf \kappa_0 + \liminf_{k \to \infty} S_0(S_k^j),
\]

which, together with (9.8), shows that

\[(9.11) \quad \liminf_{k \to \infty} I_k(t_k^j)(v_k^j, S_k^j) \leq \liminf_{k \to \infty} I_k(t_k^j)(v_k^j, S_k^j) - \inf \kappa_0,\]

which is a contradiction due to (K1).

**Step 4:** \(S(t) \subset \Omega\). Suppose, for a contradiction, that there exist \(t \in [0, 1]\) and \(1 \leq M \leq N(t)\) such that \(a_M \in \partial \Omega\). We have that \(a_M(k) \in S_k(t)\) for each \(k \in \mathbb{N}\), but \(a_M(k) \notin S^0\) if \(k\) is large enough. Therefore, for each \(k \in \mathbb{N}\) large enough, there exists \(j_k \in \{1, \ldots, k\}\) such that \(a_M(k) \in S_k^{j_k} \setminus S_k^{j_k-1}\).

As in Step 3, for a subsequence (not relabeled), there exist \(t_0 \in [0, 1]\), \(v \in \mathfrak{A}\), and \(S \subset \Omega\) such that the convergences (9.6) hold as \(k \to \infty\). In addition, \(C(v) \subset S\) and \(a_M \in S \setminus C(v)\), since by Definition 2.4, \(C(v) \subset \Omega\). Let \(p := \mathcal{H}^0(C(v))\), and let \(1 \leq N_1 < \cdots < N_p \leq N(t)\) satisfy that \(M \notin \{N_1, \ldots, N_p\}\).

\[
C(v) = \{a_{N_1}, \ldots, a_{N_p}\} \quad \text{and} \quad \{a_{N_i}(k), \ldots, a_{N_p}(k)\} \subset S_k^j\quad \text{for all} \quad k \in \mathbb{N}.
\]

For each \(k \in \mathbb{N}\) large enough, let \(g_k\) be a diffeomorphism from \(\Omega\) onto itself such that \(g_k(a_{N_i}(k)) = a_i\) for each \(i \in \{1, \ldots, p\}\), and that satisfies the remaining properties described in Lemma 9.1. Define \(v_k := v \circ g_k\) and \(S_k := S_k^j \setminus \{a_M(k)\}\). Proceeding as in Step 3, we reach the contradiction (9.12).
Step 5: $S(t) = S^0 \cup \bigcup_{s \in [0,t]} C(v(s))$. Fix $t \in [0,1]$ and define $\bar{S}(t) := S^0 \cup \bigcup_{s \in [0,t]} C(v(s))$. By construction, $S^0 \subset S_k(t)$ for all $k \in \mathbb{N}$, so $S^0 \subset S(t)$. Moreover, by Lemma 6.6, we find that $\bar{S}(t) \subset S(t)$. Suppose, for a contradiction, that there exists $1 \leq M \leq N(t)$ such that $a_M \notin \bar{S}(t)$. For $k \in \mathbb{N}$ large enough, we have that $a_M(k) \in S_k(t) \setminus S^0$. Hence, for each $k \in \mathbb{N}$, there exists $j_k \in \{1, \ldots, k\}$ such that $a_M(k) \in S^j_k \setminus S^{j_k-1}_k$. We arrive at a contradiction by applying the same argument of Step 4 (or Step 3).

10. Stability of minimizers. In this section we prove the stability of minimizers (Proposition 10.2), which ensures that for each $t \in [0,1]$, the limit of $(v_k(t), S_k(t))$ is a minimizer of $\bar{I}(t)$.

The following is the analogue of the so-called jump transfer. (See [26, Thm. 2.1] in the context of fracture mechanics.) The proof is much simpler since we deal with finite sets instead of $H^{n-1}$-rectifiable sets, and, since, in addition, we took care in Proposition 9.3 in proving that no cavities are lost in the limit passage from $(v_k(t), S_k(t))$ to $(v(t), S)$.

**Proposition 10.1.** Fix $t \in [0,1]$, let $S(t)$ be as constructed in Proposition 9.3, and let $(v, S) \in B_{S(t)}$. Then there is a subsequence (not relabeled) such that, for each $k \in \mathbb{N}$, there exists $(v_k, S_k) \in B_{S_k(t)}$ such that

$$\lim_{k \to \infty} \bar{I}(t_k(t))(v_k, S_k) = \bar{I}(t)(v, S).$$

**Proof.** As $(v, S) \in B_{S(t)}$, there exist an integer $N \geq 0$ and points $b_1, \ldots, b_N \in \Omega$ such that

$$S = \{b_1, \ldots, b_N, a_1, \ldots, a_N(t)\}, \quad H^0(S) = N + N(t).$$

For each $k \in \mathbb{N}$ large enough, we construct a diffeomorphism $g_k$ from $\Omega$ onto itself such that

$$g_k(a_i(k)) = a_i, \quad 1 \leq i \leq N(t), \quad g_k(b_i) = b_i, \quad 1 \leq i \leq N$$

satisfying the remaining properties described in Lemma 9.1 as well.

Define $v_k := v \circ g_k$ and $S_k := \{b_1, \ldots, b_N, a_1(k), \ldots, a_N(t)(k)\}$. Note that Proposition 9.3 shows that $H^0(S_k) = H^0(S)$ for $k \in \mathbb{N}$ large enough. By Proposition 5.2,

$$C(v_k) = g_k^{-1}(C(v)) \subset g_k^{-1}(S) = S_k,$$

so thanks to (9.5) we find that $(v_k, S_k) \in B_{S_k(t)}$. Moreover, property (d) of Lemma 9.1 shows that $v_k \to v$ and $Dv_k \to Dv$ a.e. as $k \to \infty$. Now, bound (9.1) is easy to verify thanks to properties (W5) and (W8). Thus, Lemma 9.2 shows that

$$\lim_{k \to \infty} W(t_k(t))(v_k) = W(t)(v),$$

whereas the argument of (9.9) yields

$$\lim_{k \to \infty} S_1(t_k(t))(v_k) = S_1(t)(v),$$

while the continuity of $\kappa_0$ and the equality $H^0(S_k) = H^0(S)$ imply that

$$\lim_{k \to \infty} S_0(S_k) = S_0(S).$$

Equalities (10.1), (10.2), and (10.3) conclude the proof. \qed
The stability of minimizers follows now from Propositions 9.3 and 10.1.

**Proposition 10.2.** Fix $t \in [0, 1]$. The configuration $(v(t), S(t))$ constructed in Proposition 9.3 is a minimizer of $\tilde{I}(t)$ in $\mathcal{B}_{S(t)}$. Moreover, for the subsequence chosen,

$$
\tilde{I}^c(t)(v(t)) = \lim_{k \to \infty} \tilde{I}^c(t)(v_k(t)), \quad S_0(S(t)) = \lim_{k \to \infty} S_0(S_k(t)).
$$

**Proof.** It was shown in Step 2 of the proof of Proposition 9.3 that

$$
\tilde{I}^c(t)(v(t)) \leq \liminf_{k \to \infty} \tilde{I}^c(t)(v_k(t)), \quad \lim_{k \to \infty} \left[ \tilde{I}^c(t)(v_k(t)) - \tilde{I}^c(t)(v_k(t)) \right] = 0.
$$

On the other hand, as $S_k(t) \to S(t)$ componentwise as $k \to \infty$, using (9.4) and the continuity of $\kappa_0$ we find that

$$
S_0(S(t)) = \lim_{k \to \infty} S_0(S_k(t)),
$$

which is the second equality of (10.4).

Let $(v, S) \in \mathcal{B}_{S(t)}$, and let $\{(v_k, S_k)\}_{k \in \mathbb{N}}$ be the corresponding sequence of Proposition 10.1. By construction, $(v_k(t), S_k(t))$ is a minimizer of $\tilde{I}(\tau_k(t))$ in $\mathcal{B}_{S_k(t)}$, and $(v_k, S_k) \in \mathcal{B}_{S_k(t)}$. Therefore,

$$
\tilde{I}(\tau_k(t))(v_k(t), S_k(t)) \leq \tilde{I}(\tau_k(t))(v_k, S_k), \quad k \in \mathbb{N}.
$$

Passing to the limit, and using (10.5), (10.6), and Proposition 10.1, we conclude that $\tilde{I}(t)(v(t), S(t)) \leq \tilde{I}(t)(v, S)$, so $(v(t), S(t))$ is a minimizer of $\tilde{I}(t)$ in $\mathcal{B}_{S(t)}$. Repeating the argument with $(v, S) = (v(t), S(t))$, we obtain that the inequality in (10.5) becomes in fact the first equality of (10.4). □

**11. Energy balance.** In this section we show that the function $t \mapsto \tilde{I}(t) := \tilde{I}(t)(v(t), S(t))$ is absolutely continuous on $[0, 1]$ with derivative $\tilde{I}'(t)(v(t))$. This is the energy balance property of the system (see, e.g., [47, 25] for a physical interpretation and discussion), and it shows that $\tilde{I}^c$ is indeed the conservative part of the energy, while $\tilde{S}_0$ is the dissipative part. The proof follows the lines of [18, sect. 5].

**Proposition 11.1.** The function $\tilde{I}$ is absolutely continuous on $[0, 1]$, and

$$
\tilde{I}'(t) = (\tilde{I}^c)'(t)(v(t)) \quad \text{a.e. } t \in [0, 1].
$$

**Proof.** Thanks to Proposition 8.1, we can apply Fatou’s lemma to the function $\theta_\infty := \limsup_{k \to \infty} \theta_k$, and thus obtain that $\theta_\infty \in L^\infty([0, 1])$ and

$$
\limsup_{k \to \infty} \int_0^{\tau_k(t)} \theta_k(s) \, ds \leq \int_0^t \theta_\infty(s) \, ds
$$

for all $t \in [0, 1]$. It was proved in Proposition 10.2 that for all $s \in [0, 1]$,

$$
\lim_{k \to \infty} \tilde{I}^c(s)(v_k(s)) = \tilde{I}^c(s)(v(s)).
$$

As in [18, Lem. 5.1], we apply [25, Prop. 3.3] to conclude that

$$
\lim_{k \to \infty} (\tilde{I}^c)'(s)(v_k(s)) = (\tilde{I}^c)'(s)(v(s)), \quad s \in [0, 1]
$$

Indeed, let us check that the assumptions of [25, Prop. 3.3] are satisfied. The functional $\tilde{I}^c : [0, 1] \times \mathbb{A} \to \mathbb{R}$ is of class $C^1$ in its first variable (by Corollary 5.4) and
lower semicontinuous in its second variable with respect to the convergence of Definition 6.2 (by Proposition 6.5). The existence of the modulus of continuity stated in Corollary 5.4 shows then that the assumptions of [25, Prop. 3.3] are satisfied and, hence, (11.3) holds true. Thus, \( \theta_\infty(s) = (\overline{I}'(s))(v(s)) \) for a.e. \( s \in [0, 1] \). Therefore, by (10.4), (10.5), Proposition 8.1, and (11.1),

\[
\overline{I}(t)(v(t), S(t)) = \lim_{k \to \infty} \overline{I}(\tau_k(t))(v_k(t), S_k(t)) \leq \overline{I}(0)(v^0, S^0) + \int_0^t (\overline{I}')'(s)(v(s)) \, ds,
\]

which is one inequality of the energy balance. In particular,

\[
\sup_{t \in [0, 1]} \overline{I}'(t)(v(t)) < \infty.
\]

Thanks to (W6) and Proposition 5.3, we infer that

\[
(11.4) \quad \sup_{t \in [0, 1]} \overline{I}'(0)(v(t)) < \infty.
\]

For the reverse inequality of the energy balance, we employ the technique of [16, Lems. 4.12 and 5.7], ultimately based on the approximation of a Lebesgue integral by Riemann sums. In our context, we use the formulation of [18, sect. 5.2], according to which for each \( t \in [0, 1] \) there exists a sequence \( \{s_k^i\}_{0 \leq i \leq k} \in \mathbb{N} \) of subdivisions of \( [0, t] \) such that

\[
0 = s_0^0 < s_1^1 < \cdots < s_k^i = t, \quad \lim_{k \to \infty} \max_{1 \leq i \leq k} (s_k^i - s_k^{i-1}) = 0
\]

and

\[
(11.5) \quad \lim_{k \to \infty} \sum_{i=1}^k \int_{s_{i-1}^k}^{s_i^k} \left| (\overline{I}')'(s)(v(s_k^i)) - (\overline{I}')'(s)(v(s)) \right| \, ds = 0.
\]

Now, the existence of the modulus of continuity of Corollary 5.4, as well as bound (11.4), shows that

\[
(11.6) \quad \lim_{k \to \infty} \sum_{i=1}^k \int_{s_{i-1}^k}^{s_i^k} \left| (\overline{I}')'(s)(v(s_k^i)) - (\overline{I}')'(s)(v(s_k^i)) \right| \, ds = 0.
\]

Combining (11.5) and (11.6), we obtain

\[
(11.7) \quad \lim_{k \to \infty} \sum_{i=1}^k \int_{s_{i-1}^k}^{s_i^k} \left| (\overline{I}')'(s)(v(s_k^i)) - (\overline{I}')'(s)(v(s)) \right| \, ds = 0.
\]

By Corollary 5.4 and Proposition 10.2,

\[
\overline{I}(s_k^i)(v(s_k^i), S(s_k^i)) = \overline{I}(s_k^{i-1})(v(s_k^i), S(s_k^i)) + \int_{s_{i-1}^k}^{s_i^k} (\overline{I}')'(s)(v(s_k^i)) \, ds
\]

\[
\geq \overline{I}(s_k^{i-1})(v(s_k^{i-1}), S(s_k^{i-1})) + \int_{s_{i-1}^k}^{s_i^k} (\overline{I}')'(s)(v(s_k^i)) \, ds,
\]
for each \( k \in \mathbb{N} \) and \( 1 \leq i \leq i_k \). Iterating this inequality we obtain

\[
\tilde{I}(t)(v(t), S(t)) \geq \tilde{I}(0)(v^0, S^0) + \int_{s_{k-1}}^{s_k} (\tilde{I}^c)'(s)(v(s)) \, ds,
\]

and passing to the limit as \( k \to \infty \) and using (11.7), we arrive at

\[
\tilde{I}(t)(v(t), S(t)) \geq \tilde{I}(0)(v^0, S^0) + \int_0^t (\tilde{I}^c)'(s)(v(s)) \, ds,
\]

which is the other inequality of the energy balance, and concludes the proof.

\[ \square \]

12. Proof of Theorem 4.2. Let \((u^0, S^0) \in \mathcal{B}\) be a minimizer of \( \tilde{I} \) in \( \mathcal{B}_{S^0}(0) \), and define \( v^0 := \phi(0) \circ u^0 \). By Proposition 5.1 and definition (5.1), \((v^0, S^0)\) is a minimizer of \( \tilde{I}(0) \) in \( \mathcal{B}_{S^0} \). The procedure of sections 8–11, and especially Propositions 9.3, 10.2, and 11.1, show that for each \( t \in [0, 1] \), there exists \( v(t) \in \mathcal{A} \) such that, when one defines \( S(t) := S^0 \cup \bigcup_{s \in [0,t]} C(v(s)) \), the following conditions hold:

(a) \((v(0), S(0)) = (v^0, S^0)\).

(b) For every \( t \in [0, 1] \), the pair \((v(t), S(t))\) is a minimizer of \( \tilde{I}(t) \) in \( \mathcal{B}_{S(t)} \).

(c) The function \( t \mapsto \tilde{I}(t) := \tilde{I}(t)(v(t), S(t)) \) is absolutely continuous on \([0, 1]\), and \( \tilde{I}'(t) = (\tilde{I}^c)'(t)(v(t)) \) for a.e. \( t \in [0, 1] \). For each \( t \in [0, 1] \), call \( u(t) := \psi(t) \circ v(t) \). Again Proposition 5.1 and definition (5.1) assure that the family \( \{(u(t), S(t))\}_{t \in [0,1]} \) satisfies the conditions of Theorem 4.2, and that the function \( \tilde{I} \) defined therein coincides with the function \( \tilde{I} \) of Proposition 11.1. The expression for \((\tilde{I}^c)'\) given in Corollary 5.4, as well as Proposition 5.1, conclude the proof.

\[ \square \]

We finish the paper with an interpretation of the term \( I'(t) \) given in Theorem 4.2. It was shown in [18, eq. (2.27)] that if \( W, \Omega, K, \) and \( u(t) \) are regular enough, then

\[
\int_{\Omega} D_2 W(\mathbf{x}, D u(t)) \cdot D \left( \psi'(t) \circ \phi(t) \circ u(t) \right) \, d\mathbf{x}
\]

\[
= \int_D \left( D_2 W(\mathbf{x}, D u(t)) \mathbf{v} \right) \cdot \psi'(t) \, d\mathcal{H}^{n-1},
\]

where \( \mathbf{v} : \Gamma_D \to \mathbb{S}^{n-1} \) is the normal vector. Moreover, assume, additionally, that for each \( t \in [0, 1] \) and \( \mathbf{a} \in C(u(t)) \), the set \( \text{im}_T(u(t), \mathbf{a}) \) is open and of class \( C^2 \). For example, if \( u(t) \) is in \( W^{1,p} \) with \( p > n - 1 \), then \( \text{im}_T(u(t), \mathbf{a}) \) is open (see [51]), but there are no available results as for its regularity. Then \( \partial T \text{im}_T(u(t), \mathbf{a}) \) coincides with \( \partial \text{im}_T(u(t), \mathbf{a}) \) and is a \( C^2 \) manifold of dimension \( n - 1 \) without boundary. Thus, we can apply the divergence theorem on manifolds (see, e.g., [56, eq. 7.6]) to conclude that

\[
\int_{\partial \text{im}_T(u(t), \mathbf{a})} \text{div}^\beta \text{im}_T(u(t), \mathbf{a}) \left( \psi'(t) \circ \phi(t) \right) \, d\mathcal{H}^{n-1}
\]

\[
= -\int_{\partial \text{im}_T(u(t), \mathbf{a})} \left( \psi'(t) \circ \phi(t) \right) \cdot \mathbf{H}(t, \mathbf{a}) \, d\mathcal{H}^{n-1},
\]

where \( \mathbf{H}(t, \mathbf{a}) : \partial \text{im}_T(u(t), \mathbf{a}) \to \mathbb{R}^n \) is the mean curvature vector,

\[
\mathbf{H}(t, \mathbf{a}) := - \left( \text{div}^\beta \text{im}_T(u(t), \mathbf{a}) \nu_{t, \mathbf{a}} \right) \nu_{t, \mathbf{a}},
\]
and $\nu_{t,a} : \partial \text{im}_T(u(t),a) \to \mathbb{S}^{n-1}$ is the normal vector of $\partial \text{im}_T(u(t),a)$. Hence, under this extra regularity assumptions, we have that

$$I'(t) = \int_{\Gamma_D} \left( D^2 W(x,Du(t)) \nu \right) \cdot \psi'(t) \, d\mathcal{H}^{n-1}$$

$$- \sum_{a \in C(u(t))} \kappa_1(a) \int_{\partial \text{im}_T(u(t),a)} \left( \psi'(t) \circ \phi(t) \right) \cdot H(t,a) \, d\mathcal{H}^{n-1}.$$ 

Thus, from this expression we may rephrase the energy balance property as follows: the increment in the energy equals the work of the external forces given by the boundary conditions. They act on $\Gamma_D$ and also on the new surface created from cavitation by the deformation, the latter through the mean curvature.
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