Abstract. We present a numerical implementation of a model for void coalescence and fracture in nonlinear elasticity. The model is similar to the Ambrosio–Tortorelli regularization of the standard free-discontinuity variational model for quasistatic brittle fracture. The main change is the introduction of a nonlinear polyconvex energy that allows for cavitation. This change requires new analytic and numerical techniques. We propose a numerical method based on alternating directional minimisation and a stabilized Crouzeix–Raviart finite element discretization. The method is used in several experiments, including void coalescence, void creation under tensile stress, failure in perfect materials and in materials with hard inclusions. The experimental results show the ability of the model and the numerical method to study different failure mechanisms in rubber-like materials.
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1. Introduction. Cavitation, which consists in the sudden appearance of cavities under sufficiently large tensions, is an important failure phenomenon in rubber-like solids and ductile metals. For a better description of this instability and of the wide range of situations where it occurs, we refer the reader to the seminal experiments of Gent and Lindley [29] in short rubber cylinders, and to the observations of cavitation in other elastomers (see [27, 21] and the references therein), in gels [41], in elastomer networks [11, 18], in elastomers reinforced by hard inclusions or fibers [30, 49], and in titanium alloys (where the nucleation of cracks is due to the rapid enlargement of the cavities and their subsequent coalescence, [56]).

Cavitation has been modelled and analysed under two approaches. One is based on the hypothesis that cavities grow from pre-existing micro-defects in the material [27]. Under this assumption, Gent and Lindley [29] analysed the critical load at which cavitation occurs in a spherical void in an infinite extension of a neo-Hookean material, obtaining a very good agreement with the experiments. The other approach, firstly studied by Ball [7], does not rely on the assumption of the existence of material defects. By formulating the analysis in terms of an energy minimisation problem in a space of admissible deformations allowing for the existence of point discontinuities, he proved the existence of a well-defined critical load at which a family of deformations creating a cavity at the centre of a ball becomes energetically more favourable and bifurcates from the homogeneous solution of the equilibrium equations. The two approaches are proved to be equivalent if one assumes that the cavities can open only at some fixed points in perfect materials [60, 33]. Further studies of these two models are developed in [51, 57, 59, 34, 35, 36], among others.

In comparison with the relatively extensive mathematical analyses and experimental results, the numerical studies for cavitation are insufficient. There are some key difficulties in the cavitation problem from the numerical point of view. Firstly, the nonlinear elastic energy functional proposed by Ball exhibits the well-known Lavrentiev phenomenon [8]: the minimiser of the energy functional in $W^{1,\infty}$ is different
from that in $W^{1,p}$, with $p < n$. While the latter corresponds to a cavitation solution, the standard finite element method can only approximate the former. Although there are some numerical methods developed to deal with the Lavrentiev phenomenon [10, 43, 44, 5, 15], none of them are suitable for the cavitation problem. On the other hand, if one assumes that there are pre-existing micro-holes, the current numerical methods work only when one knows the position of those defects [54, 64, 45, 46, 47, 48, 40, 42, 62]. It is a very hard problem for a numerical method to find automatically the location of the cavities [58]. Finally, there is no method, as far as we know, to simulate the coalescence of voids.

A free-discontinuity model for cavitation and fracture in nonlinear elasticity was analysed in [34, 35], bringing together the approaches of [51] for cavitation and [28] for fracture. The model is static and based on energy minimisation. In [37] we proposed a phase-field approximation (in the sense of Γ-convergence) of that model, inspired in the Ambrosio–Tortorelli [3] type of approximation for fracture [12, 20, 14], where the phase-field function captures the crack path and makes the problem suitable for a numerical discretization. In this paper, we propose a numerical method for [37] which combines the alternating direction minimising approach with a stabilized Crouzeix–Raviart finite element discretization of the energy; it is easy to implement and robust for various numerical examples. We also carry out a series of experiments which show the capability of the model to accurately capture the formation of voids and the initiation of fracture in elastomers, as well as the potential it has to enhance and complement the existing models for ductile fracture: both the classical models [32, 63, 56], based on continuum damage mechanics, and the recent works by Fokoua, Conti & Ortiz [25, 26], where a sublinear energy is regularized with a non-local term coming from straining-gradient microplasticity; see also [39].

The structure of the paper is as follows. In Section 2 we introduce the continuous model and its phase-field approximation. In Section 3 we explain the numerical method. Sections 4–7 present the numerical experiments. In materials with micro-holes (Section 4), the cavities grow dramatically under sufficiently large tensions and then fracture occurs. In Section 5 we study the initiation of fracture in perfect materials. In Sections 6 and 7 we simulate Gent and Lindley’s [29] experiments of void nucleation in short rubber cylinders and study the internal rupture of materials with hard inclusions. In Section 8 we present some simulations which aim to shed some light on how the initiation of fracture is affected by the growth of the stored-energy function at infinity. Finally, conclusions and outlooks are given in Section 9, including a comparison of our approach with the recent work by Lefèvre, Ravi-Chandar and Lopez-Pamies [42].
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2. A phase-field approximation for void coalescence and fracture.
2.1. The energy model for cavitation. In nonlinear elasticity [6], the deformation of an elastic body is determined by minimisation of the total energy

\[ I_{\text{el}}(u) := \int_{\Omega} W(\nabla u) \, dx, \quad (2.1) \]

where \( \Omega \subset \mathbb{R}^n \) (\( n = 2, 3 \)) is the reference domain, \( u : \Omega \to \mathbb{R}^n \) is the deformation function, \( \nabla u \) its gradient and \( W \) is the nonlinear elastic energy density. A typical example is

\[ W(F) = \frac{\mu}{p} |F|^p + f(\det F), \quad (2.2) \]

where \( p > 1, \mu > 0 \) is the shear modulus and \( f : (0, \infty) \to \mathbb{R} \) is a given convex function characterizing the compressibility of the material. For this type of energy density, Ball [7] showed that, under some assumptions, notably \( n - 1 < p < n \) and

\[ \lim_{s \to 0^+} f(s) = \lim_{s \to \infty} \frac{f(s)}{s} = \infty, \quad (2.3) \]

the functional (2.1) can have a singular minimiser, which corresponds to cavitation in rubber-like materials. The existence of singular minimisers in the Sobolev space \( W^{1,p}(\Omega) \) is further discussed in [51, 57, 33].

It is known that the energy model for cavitation exhibits the Lavrentiev phenomenon, i.e., the minimum of the energy functional in \( W^{1,\infty}(\Omega) \) is strictly larger than that in \( W^{1,p}(\Omega) \), which makes the problem difficult to solve numerically (see, e.g., [8, 9]). A way to overcome this was proposed by Sivaloganathan, Spector and Tilakraj [60]: their model assumes that there are some pre-existing micro-holes in the material. In this way, the domain under consideration is

\[ \Omega_\delta := \Omega \setminus \left( \bigcup_i B(a_i, \delta) \right), \quad (2.4) \]

where \( B(a_i, \delta) \) is a spherical hole centred at \( a_i \) with small radius \( \delta > 0 \). The corresponding energy functional is

\[ I_{\text{el}}^\delta(u) := \int_{\Omega_\delta} W(\nabla u) \, dx. \quad (2.5) \]

Moreover, the deformation is assumed not to create any other hole apart from \( a_i \). This is expressed mathematically as \( \text{Det} \nabla u = \text{det} \nabla u \) in \( \Omega_\delta \), i.e., the distributional determinant \( \text{Det} \nabla u \) equals the pointwise determinant \( \text{det} \nabla u \) (see, e.g., [6, 50, 51]). This model has been implemented numerically in [64, 45].


\[ I^{MS}(u) := \int_{\Omega} W(\nabla u) \, dx + \alpha \mathcal{H}^{n-1}(J_u), \quad (2.6) \]

where \( \mathcal{H}^{n-1}(J_u) \) is the \((n-1)\)-dimensional area of the jump set \( J_u \) of \( u \), and \( \alpha > 0 \) is a parameter representing the material fracture toughness. We minimize the problem in the space \( \text{SBV}(\Omega) \) of functions of special bounded variation [2]. The second term
penalizes the formation of cracks, which is consistent with Griffith’s [31] theory of fracture.

The Mumford–Shah model (2.6) is difficult to solve numerically because of the sharp interface $J_u$. Instead, we consider, as in [12, 20, 14], an Ambrosio–Tortorelli [3] type of approximation for the functional $I^{MS}$ using a diffuse interface model. We introduce a smooth function $z$ that indicates healthy material if $z \simeq 1$ and damaged material if $z \approx 0$. The functional (2.6) is approximated by

$$I(u, z) := \int_{\Omega} (z^2 + \eta) W(\nabla u) \, dx + \alpha \int_{\Omega} \left( \epsilon |\nabla z|^2 + \frac{(z-1)^2}{4\epsilon} \right) \, dx. \quad (2.7)$$

Here $\eta, \epsilon > 0$ are small parameters: $\epsilon$ corresponds approximately to the width of the diffuse interface that approximates the sharp discontinuity $J_u$; the parameter $\eta$, which is assumed to be much smaller than $\epsilon$, is added to preserve the ellipticity of the analytical problem (and the stability of the numerical method) in the damaged regions where $z$ becomes close to zero. The second term in (2.7) is an approximation of $\mathcal{H}^{n-1}(J_u)$.

The boundary conditions are as follows. We decompose the boundary $\partial \Omega$ as a disjoint union of the Dirichlet part $\partial_D \Omega$ and the Neumann part $\partial_N \Omega$; we allow $\partial_N \Omega$ to be empty. We fix a boundary value $u_D : \partial_D \Omega \to \mathbb{R}^n$ and prescribe $u(x) = u_D(x)$ and $z(x) = 1$ on $\partial_D \Omega$, which means that we do not allow the Dirichlet boundary to fracture. On $\partial_N \Omega$, we choose natural boundary conditions for $u$, and $z = 0$. We choose this condition on $z$ for consistency with the convergence analysis of [37], where it was assumed for technical convenience (in order to prove more easily one of the intermediate claims). The more intuitive natural boundary condition on $z$ can also be imposed on $\partial_N \Omega$: however, this does not make a real difference: it was proved in [37] that as $\eta, \epsilon \to 0$ the choice $z = 0$ leads to an energy that differs from $I^{MS}$ only by an additive constant (namely, $\frac{1}{2} \mathcal{H}^{n-1}(\partial_N \Omega)$).

Declare the admissible set for $u$ to be

$$U := \{ u \in W^{1,p}(\Omega)^n : \text{Det} \nabla u = \text{det} \nabla u, \ u(x) = u_D(x) \text{ on } \partial_D \Omega \}.$$ 

The functional space for $z$ is

$$V := \{ z \in W^{1,2}(\Omega) : z(x) = 1 \text{ on } \partial_D \Omega, \ z(x) = 0 \text{ on } \partial_N \Omega \}.$$ 

It is not necessary to impose the constraint $0 \leq z \leq 1$ in $V$ since it can be shown [14] that minimisers always satisfy that condition. The approximation problem considered in this paper is given as

$$\min_{u \in U, z \in V} I(u, z). \quad (2.8)$$

2.3. $\Gamma$-convergence results. When the energy density $W$ is quadratic or quasiconvex, the $\Gamma$-convergence of (2.7) to (2.6) as $\eta \ll \epsilon \to 0$ was studied in [3, 4, 12, 24, 13]. The adaptation of those results to the polyconvex functional (2.2) with the growth (2.3) and $p < n$ (as is crucial in the theory of cavitation, and as considered in this paper), was analyzed in [37]: we proved that a suitable variant of (2.7), namely,

$$\bar{I}_{\epsilon, \eta}(u, z, w) := \int_{\Omega} (z^2 + \eta) W(\nabla u) \, dx + \alpha \int_{\Omega} \left( \epsilon q^{-1} |\nabla z|^q + \frac{(z-1)^q}{4\epsilon} \right) \, dx \biggl. \biggl. + 6\beta \int_{u(\Omega)} \left( \epsilon q^{-1} |\nabla w|^q + \frac{w^q (w-1)^q \epsilon}{4} \right) \, dy \biggr.$$ 

(2.9)
\( \Gamma \)-converges to
\[
\tilde{I}(u) := \int_{\Omega} W(\nabla u) \, dx
+ \alpha \left[ H^{n-1}(J_u) + H^{n-1}(\{ x \in \partial_D \Omega : u \neq u_0 \}) + \frac{1}{2} \mathcal{H}^{n-1}(\partial_N \Omega) \right] + \beta \mathcal{E}(u).
\]

(2.10)

Here \( q > n \) and \( \mathcal{E}(u) \) is a surface energy accounting for the stretching of all surfaces of the body (including the created cavities and fractures): it measures the area of those surfaces as they are seen in the deformed configuration \([34, 35, 37]\). As explained in Subsection 2.2, the term \( \frac{1}{2} \mathcal{H}^{n-1}(\partial_N \Omega) \) appears more for technical reasons (due to the boundary condition \( z = 0 \) on \( \partial_N \Omega \)). The last term in (2.9) is essential in the analysis of [37] to control the convergence of the determinant of the deformation gradient. Nevertheless, it has turned out not to make a qualitative difference in the numerical simulations (except for the fact that the created cavities and cracks are somewhat more smooth and rounded, since \( \mathcal{E}(u) \) corresponds essentially to a surface tension). We have therefore decided not to include it in this numerical study, for simplicity. Besides, we have not taken the restriction \( q > n \) into account and set \( q = 2 \).

3. The numerical method.

3.1. Alternating minimisation and gradient flow. The functional \( I \) of (2.7) has two variables: \( u \) and \( z \). Numerically, it is convenient to minimize \( I \) by alternating-direction methods [12, 14].

Algorithm 1.

- Step 1. Fix a tolerance \( TOL > 0 \) (in our experiments we chose \( TOL = 10^{-5} \)).
  - Set \( k = 0 \) and some initial functions \( u^0 \) and \( z^0 \).
- Step 2. Given \( z^k \), find
  \[
  u^{k+1} = \arg \min_{u \in U} I(u, z^k).
  \]
  (3.1)
- Step 3. Given \( u^{k+1} \), find
  \[
  z^{k+1} = \arg \min_{z \in V} I(u^{k+1}, z).
  \]
  (3.2)
- Step 4. If \( \| z^{k+1} - z^k \| \leq TOL \), stop; otherwise, set \( k = k + 1 \) and go back to Step 2.

Sub-problem (3.1) is a pure cavitation problem, as studied by [64], whereas sub-problem (3.2) corresponds to a linear elliptic equation.

To solve (3.1) and (3.2), we compute the Gâteaux derivative of \( I \). In truth, we only perform a formal calculation, since a rigorous one is out of the scope of this work. Defining

\[
U_0 := \{ u \in W^{1,p}(\Omega)^n : u(x) = 0 \text{ on } \partial_D \Omega \}
\]

and

\[
V_0 := \{ z \in W^{1,2}(\Omega) : z(x) = 0 \text{ on } \partial \Omega \},
\]
one can easily find that, formally, the Gâteaux derivative of $I$ at $(u, z) \in U \times V$ in the direction $(v, \phi) \in U_0 \times V_0$ is

$$I'(u, z; v, \phi) = a(z; u, v) + b(u, z, \phi),$$  \hspace{1cm} (3.3)

with

$$a(z; u, v) := \int_{\Omega} (z^2 + \eta) \partial F W(\nabla u) : \nabla v \, dx,$$

$$b(u; z, \phi) := 2 \int_{\Omega} \left[ W(\nabla u, z \phi + \alpha (\varepsilon \nabla z \cdot \nabla \phi + (z - 1) \phi) \right] dx.$$

There are two difficulties in making the above process rigorous. One is to commute the derivates with the integral, which is unclear because of condition (2.3). The second is to tackle the nonlinear constraint $\det D u = \det D u$, which we ignore for this formal calculation.

Sub-problem (3.2) is equivalent to finding $z^{k+1} \in V$ such that

$$b(u^{k+1}; z^{k+1}, \phi) = 0, \hspace{1cm} \forall \phi \in V_0.$$  \hspace{1cm} (3.4)

Sub-problem (3.1), on the other hand, is a nonlinear nonconvex minimisation problem. We have chosen the following gradient flow method to solve it numerically: find an evolution of $u \in U$ such that

$$\nabla u_t, \nabla v = -a(z^k; u, v), \hspace{1cm} \forall v \in U_0, \hspace{0.5cm} t > 0,$$

$$u(0) = u^k.$$  \hspace{1cm} (3.5)

The bracket in (3.5) indicates inner product in $L^2$, and $u_t$ denotes the derivative of $u$ with respect to $t$. A formal calculation shows that $u_t \in U_0$; using this, we find that

$$\frac{dI(u, z^k)}{dt} = a(z^k; u, u_t) = -\int_{\Omega} \nabla u_t : \nabla u_t \, dx \leq 0,$$

so this gradient flow method has the familiar energy decay property.

### 3.2. Non-conforming finite element approximation and its stabilization.

For the space discretization, we use the Crouzeix–Raviart (C–R) finite element method [19] to approximate the energy functional. The method, which has been successfully used [64] to compute the cavitation problem, is able to approximate efficiently deformations with large strains, as those that often appear in rubber-like materials, especially when cavitation occurs.

We now describe our method. In the rest of the paper, $n = 2$. In most of our experiments, the width $\varepsilon$ of the diffuse interface that replaces the sharp discontinuities associated to cavitation and fracture is of the order of $\varepsilon \sim 10^{-3} \text{ diam } \Omega$; the stabilization parameter $\eta$ is of the order of $\eta \sim 10^{-7} \text{ diam } \Omega$. We triangulate the domain using a regular triangular mesh $T_h$ (in the sense of Ciarlet [16]). We have found that a triangulation in which $h \sim \frac{\varepsilon}{10}$, where $h$ denotes the diameter of the smallest elements, is sufficiently fine to accurately resolve the interface.

Denote by $\mathcal{E}$ the set of all edges in $T_h$, and by $\mathcal{M}$ the set of middle points of the edges. The C–R finite element space is given by

$$X_h := \{ v_h : \Omega \to \mathbb{R} : v_h \text{ is continuous on } \mathcal{M} \text{ and } v_h|_T \text{ is affine for each } T \in T_h \}.$$
The finite element space for the displacement function is given as

\[ U_h := \{ u_h \in (X_h)^2 : u_h(x_i) = u_D(x_i) \ \forall x_i \in \mathcal{M} \cap \partial D \Omega \}. \]

Likewise, \( U_{h,0} \) is defined as the set of \( u_h \in (X_h)^2 \) such that \( u_h = 0 \) in \( \mathcal{M} \cap \partial D \Omega \). The C–R element space for the damage variable \( z \) is given by

\[ V_h := \{ z_h \in X_h : z_h(x_i) = 1 \ \forall x_i \in \mathcal{M} \cap \partial D \Omega, \ z_h(x_i) = 0 \ \forall x_i \in \mathcal{M} \cap \partial N \Omega \}, \]

where \( V_{h,0} \) set of \( z_h \in X_h \) such that \( z_h = 0 \) on \( \mathcal{M} \cap \partial \Omega \).

The discrete energy functional \( I_h \) is just the restriction of \( I \) to \( U_h \times V_h \). It was observed in [64] that the C–R finite element method is unstable for the cavitation problem. This is solved, as in [64], by adding a stabilization term to the discrete energy functional \( I_h \). Accordingly, we define

\[ I_h^{\gamma}(u_h, z_h) := I_h(u_h, z_h) + C \sum_{E \in \mathcal{E}} h_E^\gamma \int_E (z_h^2 + \eta) ||u_h||^2 \, ds \tag{3.6} \]

where \( C > 0 \) and \( \gamma \in \mathbb{R} \) are parameters, \( h_E \) is the length of the side \( E \), and \( [\cdot] \) denotes the jump of a given quantity across the corresponding side. Thus, \( ||u_h||^2 \) penalizes the discontinuity of the discrete deformation \( u_h \), and, in particular, it vanishes when \( u_h \) is continuous across the edge. Note that the term \((z_h^2 + \eta)\) multiplies \( ||u_h||^2 \): the reason is that our model allows for fracture, so we are not to penalize jumps in \( u_h \) when there is fracture, i.e., when \( z_h \approx 0 \).

The choice of the exponent \( \gamma \) is delicate. A proper study, outside of the scope of this work, should be accompanied with a joint scaling analysis of the parameters \( \varepsilon \) and \( h \) (the typical mesh length). We just mention here that there are two natural choices for \( \gamma \), namely, 0 and −2. Indeed, when \( \gamma = 0 \), the term

\[ C \sum_{E \in \mathcal{E}} h_E^\gamma \int_E ||u_h||^2 \, ds \]

is the usual penalty term for the jump of the function \( u_h \), as in the standard discontinuous Galerkin method. As for \( \gamma = -2 \), we first make the following elementary observation. For each edge \( E \), let \( x_0 \) be its middle point. As \( [u_h](x_0) = 0 \), it is easy to see that \( [u_h](x) = \nabla u_h(x_0)(x - x_0) \) for \( x \in E \). Thus,

\[ h_E^{-2} \int_E ||u_h||^2 \, ds = \frac{1}{12} \int_E ||\nabla u_h \, s||^2 \, ds, \tag{3.7} \]

where \( s \) is the unit vector parallel to \( E \). Thus, (3.7) corresponds to a penalty of the jumps of the tangential derivatives of \( u_h \) on the edges, as done in [64].

For a given mesh, one can cure the instability by adjusting the values of \( \gamma \) and \( C \). According to our numerical experiments, if the mesh is not extremely fine, one can choose \( \gamma = 0 \) and a very large \( C \) (e.g., \( C = 2500 \)). Alternatively, one can also choose \( \gamma = -2 \) and a small \( C \) (e.g., \( C = 0.2 \)). In the simulations in this paper, we set \( \gamma = 0 \) and \( C = 2500 \) in most cases. Experiments show that such a choice prevents the instability and makes the gradient flow faster than any other value of \( \gamma \) between −2 and 0.
3.3. The algorithm. The discrete problem corresponding to (2.8) is to minimize the energy functional in the finite element space $U_h \times V_h$:

$$
\min_{u_h \in U_h, z_h \in V_h} I_h^t(u_h, z_h).
$$

(3.8)

We will solve the problem by an alternating-direction method, as in Algorithm 1. For this, we need to solve two discrete minimisation problems similar to (3.1) and (3.2). Accordingly, we compute the Gâteaux derivative of $I_h^t$. As in (3.3), we have, for $u_h \in U_h$, $z_h \in V_h$, $v_h \in U_{h,0}$ and $\phi_h \in V_{h,0}$,

$$(I_h^t)'(u_h, z_h; v_h, \phi_h) = a_h(z_h; u_h, v_h) + b_h(u_h; z_h, \phi_h),$$

with

$$a_h(z_h; u_h, v_h) := \int_\Omega \left( \frac{z_h^2}{2} + \eta \right) \partial F W(\nabla u_h) : \nabla v_h \, dx$$

$$+ 2C \sum_{E \in \mathcal{E}} h_E^\gamma \int_E (z_h^2 + \eta) [u_h] : [v_h] \, ds$$

and

$$b_h(u_h; z_h, \phi_h) := 2 \int_\Omega \left[ W(\nabla u_h) z_h \phi_h + \alpha \left( \varepsilon^2 z_h \nabla \phi_h + \frac{z_h - 1}{4} \phi_h \right) \right] \, dx$$

$$+ 2C \sum_{E \in \mathcal{E}} h_E^\gamma \int_E z_h \phi_h || [u_h] ||^2 \, ds.$$

We are led to the following numerical scheme.

**Algorithm 2.**

- **Step 1.** Given two tolerances $TOL, TOL' > 0$, a positive integer $J$ and initial data $u_h^0 \in U_h$ (in our experiments $J = 250$, $TOL = 10^{-5}$, and $TOL' = 10^{-6}$), set $k = 1$ and find $z_h^0 \in V_h$ such that

$$b_h(u_h^0, z_h^0, \phi_h) = 0, \quad \forall \phi_h \in V_{h,0}.$$

- **Step 2.** Given $z_h^{j-1}$ and $u_h^{k-1}$, set $u_h^{k,0} = u_h^{k-1}$, $j = 1$ and $t = 0$. Solve the gradient flow equation (3.5) as follows. Find $w_h^{k-1} \in U_{h,0}$ such that

$$\left( \nabla w_h^{k-1}, \nabla v_h \right) = -a_h(z_h^{k-1}; u_h^{k-1}, v_h), \quad \forall v_h \in U_{h,0}.$$

(3.9)

Choose a proper time step $\Delta t > 0$, set $u_h^{k,j} = u_h^{k,j-1} + \Delta t w_h^{j-1}$, $t = t + \Delta t$ and $j = j + 1$. Repeat the above process, until $|| \nabla w_h || < TOL'$ or $j \geq J$. Set $u_h^k = u_h^{k,j}$.

- **Step 3.** Given $u_h^k$, find $z_h^k \in V_h$ satisfying

$$b_h(u_h^k, z_h^k, \phi_h) = 0, \quad \forall \phi_h \in V_{h,0}.$$

(3.10)

- **Step 4.** If $|| z_h^k - z_h^{k-1} || < TOL$, stop; otherwise, set $k = k + 1$ and go back to Step 2.

The above fully discrete algorithm enjoys the following energy decay property.

**Proposition 3.1.** For each $h$ and $k \geq 1$ there exists $\delta > 0$ such that if $0 < \Delta t < \delta$ and $(u_h^{k-1}, z_h^{k-1})$ and $(u_h^k, z_h^k)$ are two consecutive solutions generated by Algorithm 2, then

$$I_h^t(u_h^k, z_h^k) \leq I_h^t(u_h^{k-1}, z_h^{k-1}).$$

(3.11)
Proof. As $I_h^{st}(u_h^k, \cdot)$ is convex, relation (3.10) leads to

$$I_h^{st}(u_h^k, z_h^k) \leq I_h^{st}(u_h^{k-1}, z_h^{k-1}).$$

We only need show that $I_h^{st}(u_h^k, z_h^{k-1}) \leq I_h^{st}(u_h^{k-1}, z_h^{k-1})$. By Step 2 of Algorithm 2, it suffices to prove that $I_h^{st}(u_h^j, z_h^{k}) \leq I_h^{st}(u_h^{j-1}, z_h^{k})$ for all $j$. Again by Step 2,

$$
\frac{I_h^{st}(u_h^{k-j}, z_h^{k-1}) - I_h^{st}(u_h^{k-j-1}, z_h^{k-1})}{\Delta t}
= \int_{\Omega} \left((z_h^{k-1})^2 + \eta \right) \left(\int_0^1 \partial_x W(\nabla u_h^{k-j-1} + \rho \Delta t \nabla w_h^{j-1}) : \nabla w_h^{j-1} d\rho \right) dx
+ 2C \sum_{E \in \mathcal{E}_h} h_E \int_E \left((z_h^{k-1})^2 + \eta \right) \left[\frac{u_h^{k-j} + u_h^{k-j-1}}{2}\right]. [w_h^{j-1}] ds.
$$

Since $u_h^{k-j-1}$ is piecewise affine, there are only a finite number of values of $\det \nabla u_h^{k-j-1}(x)$, all of which are assumed to be positive. Therefore, there exists $\delta > 0$ such that the family $\{\nabla u_h^{k-j-1} + \rho \Delta t \nabla w_h^{j-1}\}_{\rho \in [0, 1]}$ is bounded and has determinants away from zero whenever $0 < \Delta t < \delta$. Moreover, as $j \leq J$, we can choose the same $\delta$ valid for all $j$. Hence, the growth condition (2.3) does not represent an obstacle and we may pass to the limit as $\Delta t \to 0$ (we are assuming $W$ to be $C^1$ on the space of orientation-preserving matrices), yielding

$$
\lim_{\Delta t \to 0^+} \frac{I_h^{st}(u_h^{k-j}, z_h^{k-1}) - I_h^{st}(u_h^{k-j-1}, z_h^{k-1})}{\Delta t}
= a_h(z_h^{k-1}, u_h^{k-j-1}, w_h^{j-1}) = - (\nabla w_h^{j-1}, \nabla w_h^{j-1}).
$$

If $w_h^{j-1} = 0$, obviously $I_h^{st}(u_h^{k-j}, z_h^{k-1}) = I_h^{st}(u_h^{k-j-1}, z_h^{k-1})$. If $w_h^{j-1} \neq 0$, by choosing $\delta$ small enough, we obtain that $I_h^{st}(u_h^{k-j}, z_h^{k-1}) < I_h^{st}(u_h^{k-j-1}, z_h^{k-1})$. As there are only a finite number of $j$’s, the number $\delta$ can be chosen uniformly in $j$. This completes the proof. \(\square\)

We now describe more details of the algorithm and its implementation.

In actual computations, we normally use $a_h(z_h^{k-1}, u_h^{k-j-1}, v_h)$ in place of the original term $a_h(z_h^{k-1}, u_h^{k-j-1}, v_h)$ in (3.9), where $z_h^{k-1}$ is piecewise average of $z_h^{k-1}$, i.e.,

$$
\tilde{z}_h^{k-1}(T) = \frac{1}{|T|} \int_T z_h^{k-1} dx
$$

for each $T \in \mathcal{T}_h$. In this way, we only need to store a constant in each element, which saves memory and makes the program faster. However, such a choice might affect the energy decay property shown in Proposition 3.1. All in all, numerical experiments show that this simplification speeds up the algorithm significantly and still finds the right minimiser.

In step 2, the time step $\Delta t$ can be chosen adaptively, as we explain next, following [64]. For each $j$, we compute $u^{k-j}$ using the same value of $\Delta t$ as in the last iteration. We accept $u^{k-j}$ if $I_h^{st}(u_h^{k-j}, z_h^{k-1}) < I_h^{st}(u_h^{k-j-1}, z_h^{k-1})$ and $\det \nabla u^{k-j} > 0$. Otherwise, we decrease the time step by a predefined factor $\beta \in (0, 1)$, i.e., we set $\Delta t = \beta \Delta t$. \(\square\)
This is done iteratively until a $u^{k,j}$ is accepted. In our numerical experiments, we took $\beta = 0.1$ and the initial value of the time step was $\Delta t = 0.02$. In most time steps, no reductions of the form $\Delta t = \beta \Delta t$ were necessary. To prevent the time step from becoming too small, we reset $\Delta t = \Delta t / \beta$ every certain number $M$ of steps. In our computations, we set $M = 100$. With this choice of parameters, we saw in [64] that the energy decays quickly in the beginning of the process. That is why we did not choose a very large $J$; in fact, we set $J = 250$. Numerical experiments showed that such choices make the algorithm find a minimiser.

In step 3, we need to solve a linear problem with the small parameter $\varepsilon$. Therefore, the system matrix may have a large condition number, which can be solved by a direct method or a preconditioning iterative method (see [12]). In our simulations, we chose the standard preconditioned conjugate gradient method. As an initial guess, in the first step we chose $z = 1$ everywhere except on $\partial N_\Omega$ where we put $z = 0$; in step $k$ we chose as an initial guess the solution given by step $k-1$.

4. Void coalescence and fracture in domains with micro-holes. In all experiments of the paper, we take the stored energy function as in [64]:

$$W(F) = \frac{|F|^p}{p} + (\det F - 1)^2 + \frac{2^{p/2-1}}{\det F} - c_0,$$  \hfill (4.1)

with $c_0 = 2^{p/2}/p + 2^{p/2}/2$. In Sections 4–7 we take $p = 1.5$; in Section 8 we study the effect of choosing a larger exponent. In this section we consider a domain $\Omega$ with micro-holes, as in (2.4).

4.1. A ball with one micro-hole. We initially test the case when there is only one micro-hole in the material. These experiments are to be compared with those in [64] where fracture was not allowed. The domain $\Omega$ is $B(0,1)$, whereas $\Omega_\delta$ is $\Omega \setminus B(a,\delta)$ with $\delta = 0.01$. The boundary condition prescribes $u(x) = \lambda x$ on $\partial B(0,1)$. We set $\eta = 10^{-7}$, $\alpha = 1$ and $\varepsilon = 0.01$ (see (2.7)). We do experiments for various $a$ and $\lambda$. The initial condition is given by $u_0(x) = \lambda x$.

All the figures in this section have the same structure: the left and right parts represent, respectively, the reference and deformed configurations; the colourmap in both subfigures shows the value of the damage function $z_h$.

Firstly, we set $a = (0,0)$. When $\lambda = 1.3$, radial cavitation occurs, as shown in Figure 4.1. We do not speak of fracture since the blue part of $z_h$ in the reference configuration has a tiny two-dimensional measure. Figure 4.1 is, in fact, quite similar to those obtained in [64]; this is natural since, in the absence of fracture, both models coincide. As $\lambda$ becomes larger, fracture appears near the cavity. When $\lambda = 1.4$, we observe a crack in the form of a short, almost straight curve that passes through the cavity and dies away in two crack tips. Figure 4.2 shows the result for $\lambda = 1.7$, where a crack appears with three longer arms that radiate from the micro-hole. The asymmetry of the crack path might be due to mesh inhomogeneity.

When the micro-hole moves away from the origin, the shape of the fracture changes; this effect of the micro-hole location also appears in the pure cavitation problem (see [64]). In Figure 4.3 we show the outcome for $a = (0.6,0)$ and $\lambda = 1.7$: we can see that there are only two crack paths stretching away from the boundary.

4.2. A ball with two micro-holes. We consider $\Omega = B(0,1)$, $\Omega_\delta$ as in (2.4) with $a_1 = (0,0)$, $a_2 = (0,0.5)$ and $\delta = 0.01$. We set the boundary condition of $u(x) = \lambda x$ on the Dirichlet boundary $\partial \Omega$ for some $\lambda > 1$. The Neumann boundary is
Fig. 4.1. A ball with one micro-hole at the centre, $\lambda = 1.3$.

Fig. 4.2. A ball with one micro-hole at the centre, $\lambda = 1.7$.

Fig. 4.3. A ball with one micro-hole at $a = (0.6, 0)$, $\lambda = 1.7$.

$\partial B(a_1, \delta) \cup \partial B(a_2, \delta)$. The initial deformation is taken to be $u_0(x) = \lambda x$. We choose $\eta = 10^{-7}$, $\varepsilon = 0.005$ and $\alpha = 1$. We run our algorithm for various $\lambda$ from 1.3 to 1.6.

Figure 4.4 illustrates the numerical results for $\lambda = 1.3$. We can see that the two
small holes expanded to two larger holes after the deformation, so cavitation occurs. We also see that there is no serious material damage in this case (that is, fracture does not appear), because the blue part of $z_h$ is concentrated around the two holes in the reference configuration, and is hardly visible in the deformed configuration.

Figure 4.4. A ball with two micro-holes, $\lambda = 1.3$.

Figure 4.5 shows the numerical results for $\lambda = 1.5$. From the left subfigure, we can see that the material is fully damaged in the region between the two small holes; the fracture path goes through the region and connects the two holes. From the right subfigure, we can see that two holes merge into a larger hole, ignoring the damaged thin strip in the middle, where $z_h \simeq 0$. We interpret this as void coalescence.

Figure 4.5. A ball with two micro-holes, $\lambda = 1.5$.

4.3. A slab with three micro-holes. In this example, we consider a slab with three holes, so that $\Omega_\delta = (-0.5, 0.5) \times (0, 0.4) \setminus (\bigcup_{i=0}^2 B(a_i, \delta))$. We take $\delta = 0.01$ and $a_0 = (0, 0.1)$, $a_1 = (0, 0.2)$, $a_2 = (0, 0.3)$. The lateral sides of the slab form the Dirichlet boundary, where we impose the condition $u_D(x) = (\lambda x_1, x_2)$. The upper and lower sides, together with the boundary of the micro-holes, form the Neumann boundary. The initial deformation is $u_0(x) = (\lambda x_1, x_2)$. We set $\eta = 10^{-7}$, $\varepsilon = 0.002$ and $\alpha = 0.5$. 
We did experiments for various $\lambda$. When $\lambda = 3$ (see Figure 4.6), the material is not fractured, although the holes increased largely. For $\lambda = 4$ (see Figure 4.7), the material is broken apart into two pieces by a crack that, in the reference configuration, is nearly a vertical line passing through the micro-holes.

5. Failure in a perfect ball. In this section we show the experiments for a ball without micro-holes so as to visualize the cavity or crack nucleation. Let the computational domain be $\Omega = B(0, 1)$. The boundary condition is $u_D(x) = \lambda x$ on $\partial \Omega$. We set $\eta = 10^{-7}$, $\alpha = 1$ and $\varepsilon = 0.025$. We set the homogeneous deformation $u_0 = \lambda x$ as the initial deformation.

We run the program for various $\lambda$ from 1.3 to 1.8. We found that there is a critical point $\lambda_0$ between 1.575 and 1.6. When $\lambda < \lambda_0$, the resulting deformation is still homogeneous and the material is healthy. For example, when $\lambda = 1.5$, the value of $z_h$ is about 0.82 in the central area. Hence the material is healthy, and the relatively large deviation of $z_h$ from 1 is due to the relatively large value of $\varepsilon$.

When $\lambda > \lambda_0$, the resulting deformations, far from being homogeneous, exhibit fracture. After running the experiments on a uniform mesh, we found a significant improvement in the accuracy when the mesh was refined around the centre. The
figures in this section are therefore done for a refined mesh. In the rest of the paper, in the right subfigures, we illustrate only the deformation in the healthy part of the body and omit the deformation in the damaged material (when $z_h < 0.3$); the colour has been arbitrarily chosen to be blue. The deformation for $\lambda = 1.6$ is shown in Figure 5.1, where we can see a fracture with a triple junction, in which the three arms meet at $2\pi/3$ degrees (see [53] for the relevance of triple junctions in the Mumford–Shah functional).

This kind of fracture grows with increasing $\lambda$. For example, Figure 5.2 shows the situation for $\lambda = 1.65$, where we used as an initial value a scaled version of the deformation in Figure 5.1. We can see a perfect triple junction in the reference configuration.

Our experiments show that when $\lambda$ is near the critical value, the final solution depends on the initial condition. A typical case is $\lambda = 1.575$: when we use the homogeneous deformation as the initial function, we get a uniform deformation. In contrast, if we use a fractured deformation (like a scaled version of the final solution found for $\lambda = 1.6$ in Figure 5.1) we get a fractured deformation. The reason for this initial-value dependence is the presence of several local minimisers and energy barriers between them. Instead, when we run the same experiments for $\lambda = 1.55$ and 1.5, both
initial values lead to a homogeneous non-fractured deformation. This is in contrast with the numerical experiments for the pure cavitation problem with micro-holes [64], where the computed deformation does not depend on the initial values. The existence of multiple local minimisers indicates that, for the material failure simulations, it is more realistic to study the quasistatic evolution process with an increasing stress $\lambda$.

6. Gent and Lindley’s experiments. In this section, we show how our model can simulate the celebrated experiments by Gent and Lindley [29]. We first consider the thin two-dimensional bar $\Omega = (-0.5, 0.5) \times (0, 0.1)$. We set the Dirichlet condition $u(x, y) = (x, \lambda y)$ on the top and bottom edges of $\Omega$. The Neumann part consists of the lateral sides. We set $\eta = 10^{-7}$, $\varepsilon = 0.001$ and $\alpha = 0.2$. The initial value is chosen as $u_0(x, y) = (x, \lambda y)$.

We run the experiments for various $\lambda$ from 3 to 5. We found the existence of a critical point $\lambda_0$ between 4 and 5. When $\lambda < \lambda_0$, as shown in Figure 6.1, the material is still healthy. When $\lambda > \lambda_0$, as shown in Figure 6.2, a big cavity appears at the centre of the bar, where $z_h \approx 0$ (the material is damaged there).

We also tested the two thinner bars $(-0.5, 0.5) \times (0, 0.05)$ and $(-0.5, 0.5) \times (0, 0.025)$. All other conditions are similar to the previous studies. When the height of the bar is 0.05 (Figure 6.3), we can observe two cavities in the centre. When the height is further reduced to 0.025 (Figure 6.4), we observe seven cavities in the middle of the bar. This is consistent with the experimental observations by Gent and Lindley [29], where they observed that the number of created cavities substantially increases as the test-piece becomes thinner (the reason being that a smaller free surface has a more limited ability to release the hydrostatic tension produced by the kinematic constraint of incompressibility).

We also note that in Figures 6.1–6.4 the region in which $v$ is far from 1 and 0 (in particular, the yellow region, where $v \approx 0.6$) is still too large. This is due to the relative large value of $\varepsilon$ (in comparison with the height of the domain) chosen in the experiments. A further study of this case would need to reduce the value of $\varepsilon$ and, simultaneously, use an adaptive method to refine the meshes, as well as some accelerating numerical techniques.
7. Materials with rigid inclusions. We illustrate some numerical experiments for materials with rigid inclusions. We consider the square domain $\Omega = (-0.2, 0.2) \times (0, 0.4)$.

7.1. One rigid inclusion. We put a small circular hard core $B((0, 0.2), R)$, with radius $R = 0.02$, in the centre of $\Omega$. On $\partial B((0, 0.2), R)$ we set $u(x) = x$ and $z(x) = 1$ (the elastic material is fixed on the surface of the inclusion). We set the Dirichlet boundary condition $u(x) = (\lambda x_1, x_2)$ and $z(x) = 1$ on the lateral sides of the square $\partial \Omega$. The Neumann part consists of the top and bottom edges of $\Omega$. We set $\eta = 10^{-7}$, $\varepsilon = 0.001$ and $\alpha = 0.01$. For the initial value, we choose $u_0(x_1, x_2) = (f(x_1), x_2)$, where

$$f(x_1) = \begin{cases} x_1 & \text{if } |x_1| \leq R, \\ \lambda |x_1| - R + (0.2 - |x_1|) x_1 & \text{if } |x_1| > R. \end{cases}$$

We did experiments for several values of $\lambda$. As in the previous sections, there is a critical $\lambda_0$ between 1.475 and 1.48. When $\lambda < \lambda_0$, the material is healthy. When $\lambda > \lambda_0$, the body breaks at a well-defined location near the pole of the inclusion; this is consistent with the experiments in, e.g., [30, 55, 61]. The fact that a cavity opens first at the right of the pole is probably due to the mesh inhomogeneity. As $\lambda$ increases, a second cavity opens (this time at the left of the inclusion). In the reference configuration we see two vertical cracks (one on each side) which grow until they merge and tear the specimen completely apart. Figures 7.1–7.4 show this process.

7.2. Two rigid inclusions. We illustrate some numerical tests for materials with two rigid inclusions. The reference domain is the square $\Omega$ with the two circular cores $B((-0.035, 0.2), R)$ and $B((0.035, 0.2), R)$ of radius $R = 0.02$. We suppose that the elastic material is glued to the surface of the inclusions. The locations of the two hard cores after the deformation are not prescribed, so they need to be computed: this introduces extra difficulties in the numerical simulations. In this paper, we do not discuss general methods to deal with such difficulties but, instead, we use a simple technique to search for the optimal locations of the hard cores. Exploiting the symmetry of the problem, we assume that the two cores can only move horizontally in opposite directions. In each iteration of Algorithm 2 (see Subsection 3.3), we consider...
three different scenarios for the location of the two cores: a) they become closer than in the previous step by a small distance \( \delta \) (taken to be 0.0001\( \lambda \) in our experiments); b) they do not change their positions; c) they move apart by the same distance \( \delta \).
Once the locations of the hard cores are fixed for each case, the Dirichlet boundary condition for $u$ is known. Hence, we can compute $u$ and $z$ by Step 2 and Step 3, respectively, in each of the three cases. Then, we compare the total energy for them and choose, as the final result in the iteration, the resulting $u_h$ and $z_h$ corresponding to the smallest energy. Those $u_h$ and $z_h$ act as the initial conditions for the next iteration.

On the first step, we set the continuous initial deformation $u_0(x_1, x_2) = (\tilde{f}(x_1), x_2)$ as the initial value, with

$$
\tilde{f}(x_1) := \begin{cases} 
(0.035\lambda - R) \frac{x_1}{0.035 - R} & \text{if } |x_1| \leq 0.035 - R, \\
0.035 \text{sgn}(x_1)(\lambda - 1) + x_1 & \text{if } |x_1| \leq 0.035 \leq R, \\
\lambda|x_1| - R + 0.035 & \text{if } |x_1| \geq R + 0.035
\end{cases}
$$

and $\sigma := (0.035\lambda + R)/(0.035 + R)$. The function $u_0$ satisfies the stretching Dirichlet boundary condition $u(x) = (\lambda x_1, x_2)$ on the lateral sides of the square, and also changes the position of the two cores. All other settings are the same as in the simulations with only one inclusion. We carried out experiments for different values of $\lambda$ from 1.3 to 1.5. We observed a critical value for $\lambda$ between 1.4 and 1.41. When $\lambda$ is less than the critical value (see Figure 7.5 for $\lambda = 1.4$), the material is still healthy, although there is a yellow region for $z$ between the two hard cores, which indicates that material failure will initiate there. When $\lambda$ is larger than the critical value (see Figure 7.6 for $\lambda = 1.41$), the body is completely cut by a crack that runs perpendicular to the direction of the tensile load. The observations are consistent with the experimental results of [30, 27].

**Fig. 7.5.** A square with two rigid inclusions, $\lambda = 1.4$.

**Fig. 7.6.** A square with two rigid inclusions, $\lambda = 1.41$. 

8. Growth of the stored-energy density at infinity. One of the main properties that the stored-energy function is assumed to possess in the existence theory for nonlinear elasticity [6, 52, 17] is that $W(F) \to \infty$ sufficiently fast as the deformation gradient $F$ grows unbounded. For stored energies of the form (2.2), the exponent $p$ in $\|F\|^p$ is imposed to be larger than or equal to the space dimension $n$. As mentioned before (2.3), this condition is precisely the opposite of what is required for cavitation, in the sense that

- If $p > n$, then, by the Sobolev embedding theorem [23, 22, 1], any map $u \in W^{1,p}(\Omega)$ is necessarily continuous and cannot develop cavitation singularities (a cavity cannot originate at a single point). When $p = n$, not all maps in $W^{1,p}(\Omega)$ are continuous, yet they must be such that $\text{Det} \nabla u = \text{det} \nabla u$, which for invertible maps means that $u$ creates no cavities [6, 36].

- In the case of a domain $\Omega_\delta$ with pre-existing micro-holes of radius $\delta$, as in (2.4), if $p < n$ then, for every fixed but sufficiently large multiaxial tensile load, the total volume of the holes, computed in the deformed configuration, converges to a positive value as $\delta \to 0$; when $p \geq n$, the holes tend to close (their total volume tends to zero) as $\delta \to 0$ (see [60, 33] and the references therein). Another way of thinking of it is that the load required to increase the total cavity volume by a given factor (or the total energy required for cavitation) tends to infinity as $\delta \to 0$; some quantitative estimates are given in [38].

In spite of the previous analytical results, in order to model cavitation it is probably better to consider the situation of a body containing a number of defects (which may either come from the manufacturing process or result from the breaking of atomic bonds or polymer chains) whose initial size $\delta$ is small but does not really tend to zero. In the regularized model for fracture that we study in this paper, $\varepsilon$ plays the role of this $\delta$ since cavitation is modelled by the appearance of balls of radius $\varepsilon$ where the material is damaged and stretches as much as necessary in order to accommodate to the deformation of the rest of the body. Since $\varepsilon$ is a fixed positive number (it does not tend to zero in the simulation, even if it is small), it will always be possible to numerically observe cavitation, even if $p \geq n$ (although the load at which this occurs becomes larger for smaller values of $\varepsilon$). On the other hand, a larger value of $p$ corresponds to a body that cannot sustain large deformations and prefers to develop brittle fracture (jump discontinuities across surfaces) rather than stretching the wall of a small cavity in a substantial manner.

From the previous arguments it may be concluded that whether to choose an exponent $p < n$ or $p \geq n$ in a stored-energy function of the form (2.2) (or an exponent $q \geq \frac{n}{n-1}$ in a stored-energy function of the form $W(F) = \alpha |F|^p + \beta \text{cof } F|^q + f(\text{det } F)$ in dimension $n = 3$) is an important part of the definition of the model and should be expected to affect the mechanical behaviour of the material during the initiation of fracture. Here we contribute to this discussion by changing the exponent $p = 1.5$ to $p = 2$ and $p = 3$ in the experiments of Figures 5.1, 6.4, and 7.3. The results are shown in Figures 8.1–8.5.

In the case of a perfect ball (Figures 8.1 and 8.2), we observe that the area of the damaged region increases with $p$ and that the shape of the cracks is affected. Fracture is also observed earlier in materials with a larger $p$: the critical nucleation load decreases from $\lambda \approx 1.58$ when $p = 1.5$ to $\lambda \approx 1.55$ when $p = 3$; this agrees with the interpretation that if the body cannot sustain large deformations then it is more rigid and, hence, more brittle.
The fact that the critical load decreases with $p$ is also observed in the cases of a thin bar and of a material with a hard inclusion. For the thin bar with height 0.025, we took $p = 3$ and found that the critical load decreases to $\lambda \approx 3.55$: this is shown in Figures 8.3–8.4. The deformation of Figure 8.3 (done for $\lambda = 3.5$) presents no fracture, but the wide yellow region that crosses the sample longitudinally by its center indicates that fracture will appear there. This is confirmed in Figure 8.4 (done for $\lambda = 3.6$), where the body is almost divided into two pieces by a large single crack. A comparison of Figures 8.3–8.4 with Figure 6.4 (done for $\lambda = 5$ and $p = 1.5$) shows that cavitation is not favorable as a failure mechanism when $p = 3$ (in fact, when $p \geq 2$ in dimension 2).
For the square material with a hard core, the critical load decreases from \( \lambda \approx 1.48 \) when \( p = 1.5 \) to \( \lambda \approx 1.385 \) when \( p = 3 \). Moreover, when \( p = 3 \) the material immediately breaks apart into two pieces at the critical load (Figure 8.5; there are no intermediate situations), whereas in the case \( p = 1.5 \) we needed a load of \( \lambda = 1.5 \) (Figure 7.4) to obtain a similar crack. We also did experiments for \( p = 2 \) and found similar situations to those for \( p = 3 \).

The above discussion shows that the restriction \( p < n \) is essential to model rubber-like materials in which cavitation occurs, whereas \( p \geq n \) models brittle materials.

9. Conclusions. We performed numerical experiments for a phase-field model for fracture in 2D nonlinear elasticity. The model is able to describe both cavitation and fracture. The algorithm relies on alternating minimisation, an \( H^1 \)-gradient flow and a stabilized Crouzeix–Raviart finite element. Our simulations show that:

1. In domains with one micro-hole, a rapid expansion (cavitation) of the hole is produced, followed by fracture near the surface of the hole. When there are multiple micro-holes, rapid expansions of the holes are produced, followed by a crack connecting the holes, which provides an explanation for void coalescence.

2. Our model is able to predict the nucleation of cavities and cracks in perfect materials (without pre-existing micro-holes).

3. We simulated the experiments of Gent and Lindley [29], where a thin bar is pulled over its top and bottom. We found that the body prefers to break at a number of small regions rather than creating a truly codimension-one crack (that is, cavitation is preferred over brittle fracture as a mechanism of internal rupture, even at the price of having to sustain the large deformations.
at the cavity walls). The number of cavities created increases as the domain becomes thinner, in agreement with the experiments of Gent and Lindley.

4. In an elastic body with a rigid inclusion subject to uniaxial tension, the stress concentrates near the inclusion and eventually causes the body to rupture. In the presence of two rigid inclusions, fracture is nucleated between the two inclusions.

5. The restriction $p < n$ (where $p$ is as in (2.2)) is important to model rubber-like materials in which cavitation occurs, whereas $p \geq n$ models brittle materials.

Special mention ought to be made of the recent work by Lefèvre, Ravi-Chandar and Lopez-Pamies [42]. Using four-node hybrid linear elements with constant pressure in a commercial finite element package, they compute the stresses in the interior of short cylinders of various aspect ratios, made of an incompressible neo-Hookean material, subjected to increasing displacement loads from above and below. Guided by the approximate criterion for the onset of cavitation of Lopez-Pamies, Idiart and Nakamura [47], they conclude that the formation and sudden growth of cavities will be observed first along the centre-line of the test-piece, but at the top and bottom surfaces (corresponding to the rubber/plates interfaces in Gent and Lindley’s experiments) and not at the centre of the cylinder. With this information in hand they introduce a series of periodically distributed initial micro-holes in the domain, located at three different heights: on the top and bottom surfaces and in the middle plane. They confirm that indeed it is the cavities on the surfaces which grow first; however, they soon stop growing due to the rigidity imposed by the displacement on the boundary. When this occurs, the cylinders relieve their internal stresses by triggering the rapid enlargement of the micro-holes at the middle plane. Once these attain a certain size, the body prefers to activate the cavities that are farther away from the centre-line (those closer to the lateral surfaces) rather than to continue stretching the already enlarged surfaces. The authors complement their remarkable study of the cascading sequence of cavitation events in Gent and Lindley’s experiment with a simulation of the tensile loading of an incompressible neo-Hookean bar containing two rigid inclusions. They specifically introduce micro-holes at the poles and at the midpoint between the inclusions, observing the growth of an elongated cavity in the direction of the applied load.

In spite of the insight gained by their study, it still needs to be completed, mainly in two directions. On the one hand, there is some disagreement in the stress-strain relationships that they obtain and those reported in the experimental studies. As the authors mention, this disagreement is due, in part, to the fact that as the cavities grow there must be fracture on the cavity walls, affecting the mechanical behaviour of the whole specimen (for instance, the cavity in the experiment with two rigid inclusions should not elongate in the direction of the load, but turn into a crack that is perpendicular to that direction). This is especially true if the created cavities coalesce. On the other hand, the authors have to place a large number of micro-cavities by hand, deciding carefully their locations a priori and very finely discretizing the domain around them. The regularized free-discontinuity model for cavitation and fracture presented in [37] and in this paper will serve to complete their analysis since it accounts for the nucleation of cracks during the rapid enlargement of a small cavity; it predicts the coalescence of voids; and it detects automatically the optimal location for fracture without having to add micro-holes to the computational domain beforehand. The differences between the two approaches, and the way they can complement each other, can be seen in the numerical examples of Sections 6 and 7.
Future work includes the development of adaptive methods and of a faster optimization scheme, as well as a study of the limit behaviour of the energy minimisers as \( \varepsilon \to 0 \) and in the incompressible limit (obtained, for example, by replacing the term \((\det \mathbf{F} - 1)^2\) in (4.1) with \( \sigma(\det \mathbf{F} - 1)^2 \) and letting \( \sigma \to \infty \)). This would allow for a more detailed and quantitative comparison between the predictions of our model, the recent work of Lefèvre, Ravi-Chandar and Lopez-Pamies \([42]\), the numerical study of Stringfellow and Abeyaratne \([61]\), and the experimental studies by Gent and Lindley \([29]\), Oberth and Bruenner \([55]\), Gent and Park \([30]\) and Bayraktar, Bessri and Bathias \([11]\), among others. It would be important to analyse possible dependences of the shapes and the propagation of the nucleated fractures on the mesh. Faster techniques are also needed to minimize the functional with surface tension (which takes into account the area of the created surfaces computed in the deformed configuration, as explained in Section 2.3); a more careful study of the effect of adding this energy is also pending.
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