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§1 Introduction

Those who work in the area of wavelets are very much aware of the importance of the shift invariant spaces generated by a function $\psi$ in $L^2(\mathbb{R})$. These are those closed subspaces of $L^2(\mathbb{R})$, denoted by $\langle \psi \rangle$, that are defined by

$$
\langle \psi \rangle = \overline{\text{span}} \{ \psi(\cdot - k) \equiv \psi_k : k \in \mathbb{Z} \}
$$

That is, $\langle \psi \rangle$ is the $L^2(\mathbb{R})$ closure of the space generated by the finite linear combinations of the integer translates, $(T_k \psi)(x) \equiv \psi(x - k) \equiv \psi_k(x)$, of $\psi \in L^2(\mathbb{R})$. Such a space is often called the principal shift invariant space generated by $\psi$. In general, a closed subspace $V \subset L^2(\mathbb{R})$ is shift invariant if and only if $T_k V \subset V$ for all translates $T_k$, $k \in \mathbb{Z}$. The theory of wavelets is based on the properties of the principal shift invariant spaces. The scaling space $V_0$ in a multiresolution analysis (MRA) is an example of such a space; the zero resolution wavelet space $W_0$ is another such space. These two spaces enjoy very different features. The basic properties of $\langle \psi \rangle$ are determined by those of the generating system $\mathcal{B} = \{ \psi_k = T_k \psi : k \in \mathbb{Z} \}$. As we will show, those properties are reflected by simple properties of the periodization function

$$
p_\psi(\xi) = \sum_{k \in \mathbb{Z}} |\hat{\psi}(\xi + k)|^2.
$$

Of course, $\hat{\psi}$ is the Fourier transform of $\psi$:

$$
\hat{\psi}(\xi) = \int_{\mathbb{R}} \psi(x) e^{-2\pi i \xi x} dx
$$

---
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(well defined when \( \psi \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) and with the well known extension for the general \( \psi \in L^2(\mathbb{R}) \)).

Let us begin by showing how \( p_\psi \) leads us to a natural correspondence between the space \( \langle \psi \rangle \) and the space \( \mathcal{M}_\psi = L^2([0, 1), p_\psi) \) of all 1-periodic functions \( m \) on \( \mathbb{R} \) satisfying
\[
\int_0^1 |m(\xi)|^2 p_\psi(\xi) d\xi < \infty.
\]
We observe that it follows from the definition of \( p_\psi \) that this function is the general non-negative 1-periodic function in \( L^1([0, 1), d\xi) \). We introduce the bracket of two functions \( \hat{f} \) and \( \hat{g} \in L^2(\hat{\mathbb{R}}) \) defined by
\[
(1.4) \quad [\hat{f}, \hat{g}](\xi) = \sum_{k \in \mathbb{Z}} \hat{f}(\xi + k)\hat{g}(\xi + k).
\]
Note that \( p_\psi = [\hat{\psi}, \hat{\psi}] \). For \( f, g \in L^2(\mathbb{R}) \), \( |[\hat{f}, \hat{g}]| \leq [\hat{f}]^{1/2} [\hat{g}]^{1/2} \). Moreover,
\[
\langle T_k f, g \rangle = \langle (T_k f)\wedge, \hat{g} \rangle = \int_\mathbb{R} \hat{f}(\xi)\hat{g}(\xi)e^{-2\pi i k \xi} d\xi
\]
\[
= \int_0^1 [\hat{f}, \hat{g}](\xi)e^{-2\pi i k \xi} d\xi = k^{th} \text{ Fourier coefficient of } [\hat{f}, \hat{g}],
\]
which is a function in \( L^1([0, 1]) \). Hence, we have:

**Lemma 1.5.** For \( f, g \in L^2(\mathbb{R}) \), \( \langle f \rangle \perp \langle g \rangle \) if and only if \( [\hat{f}, \hat{g}](\xi) = 0 \) a.e.

This is clear since \( \langle f \rangle \perp \langle g \rangle \) iff \( \langle T_j f, T_l g \rangle = 0 \) for all \( j, l \in \mathbb{Z} \) iff \( \langle T_k f, g \rangle = 0 \) for all \( k \in \mathbb{Z} \) iff \( [\hat{f}, \hat{g}](\xi) = 0 \) a.e.

This perpendicularity criterion provides an easy proof of a basic result that will be used by us many times. In order to state this theorem we introduce the map \( J_\psi : \mathcal{M}_\psi \rightarrow L^2(\mathbb{R}) \) defined by letting \( J_\psi m = (m\psi)^\vee \) for each \( m \in \mathcal{M}_\psi \). We then have

**Theorem 1.6.** \( J_\psi \) is an isometry between \( \mathcal{M}_\psi \) and \( \langle \psi \rangle \).

**Proof.** That \( J_\psi \) is an isometry is a consequence of the following ”periodization” argument:
\[
\|J_\psi m\|_{L^2(\mathbb{R})}^2 = \int_\mathbb{R} |m(\xi)|^2 |\psi(\xi)|^2 d\xi = \int_0^1 |m(\xi)|^2 \sum_{k \in \mathbb{Z}} |\psi(\xi + k)|^2 d\xi
\]
\[
= \int_0^1 |m(\xi)|^2 p_\psi(\xi) d\xi \equiv \|m\|_{\mathcal{M}_\psi}^2.
\]
If \( h \in \langle \psi \rangle^\perp \), then \( \langle h \rangle \perp \langle \psi \rangle \) and, thus, by Lemma 1.5,
\[
[\hat{h}, (J_\psi m)^\wedge](\xi) = \overline{m(\xi)[\hat{h}, \hat{\psi}](\xi)} = 0 \text{ a.e. for all } m \in M_\psi.
\]
It follows that \( J_\psi m \in (\langle \psi \rangle^\perp)^\perp = \langle \psi \rangle \). Hence \( J_\psi \) maps \( M_\psi \) into \( \langle \psi \rangle \).

If \( J_\psi \) were not onto \( \langle \psi \rangle \), then \( J_\psi M_\psi \) is a proper subspace of \( \langle \psi \rangle \) (since \( J_\psi \) is an isometry). Hence, there exists a non zero \( g \in \langle \psi \rangle \) such that
\[
0 = \langle g, J_\psi m \rangle = \langle \hat{g}, m \hat{\psi} \rangle = \int_0^1 \overline{m(\xi)[\hat{g}, \hat{\psi}](\xi)} d\xi
\]
for all \( m \in M_\psi \). We can clearly select \( m \in M_\psi \), of absolute value 1, such that \( \overline{m[\hat{g}, \hat{\psi}]} = |\hat{g}, \hat{\psi}| \). Thus,
\[
0 = \int_0^1 |\hat{g}, \hat{\psi}|(\xi)|d\xi
\]
and it follows that \( [\hat{g}, \hat{\psi}](\xi) = 0 \) a.e. Using Lemma 1.5 again, we see that \( g \perp \langle \psi \rangle \). Since \( g \in \langle \psi \rangle \) we have the contradiction that the non zero function \( g \) satisfies \( g(\xi) = 0 \) a.e.

Under the operator \( J_\psi \) the functions \( \psi_k, k \in \mathbb{Z} \), are the images of the exponential functions \( e_k(\xi) = e^{-2\pi ik\xi} \). Thus, the various properties of the system \( B \) that generates \( \langle \psi \rangle \) correspond to the various properties of the exponential system \( \{e_k\} \) on \( M_\psi \). Here are some examples which also show the role played by the periodization function \( p_\psi \):

**Theorem 1.7.** The system \( B \) is linearly independent.

This is an immediate consequence of the linear independence of the exponential system \( \{e_k\} \).

**Theorem 1.8.** \( B \) is an orthonormal system if and only if \( p_\psi(\xi) = 1 \) a.e.

**Theorem 1.9.** If \( p_\psi(\xi) > 0 \) a.e. and \( \varphi = (\frac{1}{\sqrt{p_\psi}} \hat{\psi})^\wedge \) then \( \{\varphi_k = T_k \varphi : k \in \mathbb{Z}\} \) is an orthonormal basis of \( \langle \psi \rangle \).

Since, in this case, \( \{\frac{e_k}{\sqrt{p_\psi}} : k \in \mathbb{Z}\} \) is an orthonormal basis of \( M_\psi \), Theorem 1.9 follows by applying \( J_\psi \) to \( \frac{e_k}{\sqrt{p_\psi}} \).

These examples illustrate the main theme of this paper: how the properties of \( p_\psi \) correspond to those of \( B \) (and, thus, those of \( \psi \)). We will examine various generating properties of \( B \), more general than that of being an orthonormal basis, and show how \( p_\psi \) reflects these characteristics. By doing this we will obtain a rather complete study of the various principal shift
invariant spaces. In addition we will obtain many important concrete examples of various concepts that arise in functional analysis. We also are very much aware that one can extend this study in several different directions: to higher dimensions, to spaces that are defined by applying not only translations but other operators (like dilations and modulations) to not only one function \( \psi \), but a set of functions, as is the case for Gabor systems, affine systems and wave packet systems. Moreover, we do not need to restrict ourselves to \( L^2 \)-spaces, but can consider the various function spaces that arise in analysis and group representation theory.

Although many of the results we present are in the literature, some of the proofs we give are simpler than the original ones; in some cases we present more general theorems than those we cite. We also present new results. One of our purposes is to have a unified approach to this material. It is much more appropriate to present most of the relevant references after we have developed our material. The last section of this monograph will be devoted to these references and explanations of these matters.

§2 Various ways in which the system \( \mathcal{B} \) generates the space \( \langle \psi \rangle \)

In the last section we have seen that \( \mathcal{B} \) is always linearly independent. We also found out precisely when it is an orthonormal basis of \( \langle \psi \rangle \); moreover, we showed how to modify \( \mathcal{B} \) to an orthonormal basis (Theorem 1.9). This was done when \( \Omega_\psi = \{ \xi \in [0,1] : p_\psi(\xi) \neq 0 \} \) has measure \( |\Omega_\psi| = 1 \). If \( 0 < |\Omega_\psi| < 1 \) we cannot consider the function \( 1/\sqrt{p_\psi} \); however, if we let \( \varphi = [\frac{\chi_{\Omega_\psi}}{\sqrt{p_\psi}} \hat{\psi}]^\vee \) and understand \( \tilde{\chi}_{\Omega_\psi} \) to be the 1-periodic extension of \( \chi_{\Omega_\psi} \) to the entire real line \( \mathbb{R} \) (so that \( \tilde{\chi}_{\Omega_\psi}(\xi)/\sqrt{p_\psi(\xi)} = 0 \) when \( p_\psi(\xi) = 0 \)) we do have a well defined \( \varphi \in \langle \psi \rangle \) (by Theorem 1.6). Let \( m \in \mathcal{M}_\psi \) so that \( f = (m\hat{\psi})^\vee \) is the general function in \( \langle \psi \rangle \). Then

\[
\langle f, \varphi_k \rangle = \langle f, T_k \varphi \rangle = \langle \hat{f}, \hat{\varphi}_k \rangle = \int_{\mathbb{R}} m(\xi)\hat{\psi}(\xi) \frac{\tilde{\chi}_{\Omega_\psi}(\xi)}{\sqrt{p_\psi(\xi)}} e^{2\pi i k \xi} \hat{\psi}(\xi) d\xi
\]

is the \(-k^{th}\) Fourier coefficient of the function \( m(\xi)\sqrt{p_\psi(\xi)} \) which is in \( L^2([0,1]) \). Thus,

\[
\sum_{k \in \mathbb{Z}} |\langle f, \varphi_k \rangle|^2 = \int_{\mathbb{R}} |m(\xi)|^2 p_\psi(\xi) d\xi = \|f\|^2_{L^2(\mathbb{R})}.
\]

This extends Theorem 1.9 to
Theorem 2.1. If \( \varphi = \frac{\hat{x}_0}{\sqrt{p}} \), then the system \( \{ \varphi_k : k \in \mathbb{Z} \} = \{ T_k \varphi : k \in \mathbb{Z} \} \) is a Parseval frame for \( \langle \psi \rangle \). This means that for each \( f \in \langle \psi \rangle \)

\[ \sum_{k \in \mathbb{Z}} |\langle f, \varphi_k \rangle|^2 = \| f \|_{L^2(\mathbb{R})}^2. \]

(2.2)

As is well known, this is equivalent to

\[ f = \sum_{k \in \mathbb{Z}} \langle f, \varphi_k \rangle \varphi_k, \]

(2.2')

where this sum is the \( L^2(\mathbb{R}) \)-norm limit of the partial sums \( \sum_{|k| \leq n} \langle f, \varphi_k \rangle \varphi_k \).

This is typical of the fact that the case when \(|\Omega_\psi| = 1\) allows us to obtain results that need an appropriate extension when \(0 < |\Omega_\psi| < 1\).

This situation occurs when we want to extend Theorem 1.8 to a characterization of those \( B \) that are Riesz bases. A definition of this notion is that \( B \) satisfies the following conditions: There exist constants \( A \) and \( B \), \( 0 < A \leq B < \infty \), such that for each \( \{ a_j \} \in \ell^2(\mathbb{Z}) \) we have

\[ A \sum_{j \in \mathbb{Z}} |a_j|^2 \leq \| \sum_{j \in \mathbb{Z}} a_j \hat{\psi}_j \|_{L^2(\mathbb{R})}^2 \leq B \sum_{j \in \mathbb{Z}} |a_j|^2. \]

(2.3)

In the Hilbert space setting these bases can be shown to be the image of an orthonormal basis under a bounded invertible linear operator. Our setting gives us a very satisfactory example of this fact:

Let us suppose \(|\Omega_\psi| = 1\). Then it is clear that the operator \( L \) that maps \( f \in \langle \psi \rangle \) (\( = \langle \varphi \rangle \)) into the function \((\sqrt{p_\psi} f)\) sends the orthonormal basis \( \{ \varphi_k : k \in \mathbb{Z} \} \) onto \( B \). \( L \) is clearly bounded iff \( \| p_\psi \|_{\infty} < \infty \) and so is \( L^{-1} \) bounded iff \( \| \frac{1}{p_\psi} \|_{\infty} < \infty \). In fact, \( \| L \| = \| p_\psi^{1/2} \|_{\infty} \) and \( \| L^{-1} \| = \| \frac{1}{\sqrt{p_\psi}} \|_{\infty} \). If \( \{ a_j \} \in \ell^2(\mathbb{Z}) \) and \( f = \sum_{j \in \mathbb{Z}} a_j \varphi_j \), then, assuming \( p_\psi \) and \( \frac{1}{p_\psi} \) are bounded, we have

\[ \sum_{j \in \mathbb{Z}} a_j \hat{\psi}_j = \sqrt{p_\psi} \sum_{j \in \mathbb{Z}} a_j \hat{\varphi}_j \]

and, thus,

\[ \| Lf \|_{L^2(\mathbb{R})} = \| \sum_{j \in \mathbb{Z}} a_j \hat{\psi}_j \|_{L^2(\mathbb{R})}^2 \leq \| L \|^2 \sum_{j \in \mathbb{Z}} |a_j|^2. \]

Similarly,

\[ \sum_{j \in \mathbb{Z}} |a_j|^2 = \| f \|_{L^2(\mathbb{R})}^2 = \| L^{-1} Lf \|_{L^2(\mathbb{R})}^2 \leq \| L^{-1} \|^2 \| \sum_{j \in \mathbb{Z}} a_j \hat{\psi}_j \|_{L^2(\mathbb{R})}^2 \]

We thus obtain the inequalities (2.3) with \( A = \| L^{-1} \|^2 \) and \( B = \| L \|^2 \). In fact we easily obtain:
Suppose \( \{ \psi_k : k \in \mathbb{Z} \} \) is another system biorthogonal to \( B \). Then

\[
\langle \psi_j, \tilde{\psi}_k \rangle = 0 \quad \text{for all } j \text{ and } k;
\]

hence, \( \tilde{\psi}_k - \tilde{\varphi}_k = 0 \) for all \( k \in \mathbb{Z} \) since \( \overline{\text{span}} \{ \psi_k : k \in \mathbb{Z} \} = \mathbb{H} \). This means that if \( \tilde{B} \) is a biorthogonal dual to \( B \), it is unique. We then call \( \tilde{B} \) the biorthogonal dual to \( B \).

Suppose \( \mathbb{H} = \langle \psi \rangle \) and \( B = \{ \psi_k = T_k \psi : k \in \mathbb{Z} \} \) (as we have been considering). If there exists \( \tilde{\psi} \in \langle \psi \rangle \) such that \( \langle \psi_k, \tilde{\psi} \rangle = \delta_{k0} \) for all \( k \in \mathbb{Z} \) and \( \tilde{\psi}_j \equiv T_j \tilde{\psi}, j \in \mathbb{Z} \), a change of variables gives us \( \langle \psi_k, \tilde{\psi}_j \rangle = \delta_{jk} \) for all \( k \) and \( j \) in \( \mathbb{Z} \). That is, if there exists \( \tilde{\psi} \in \langle \psi \rangle \) with the property \( \langle \psi_k, \tilde{\psi} \rangle = \delta_{k0} \), the system \( \tilde{B} = \{ \tilde{\psi}_j : j \in \mathbb{Z} \} \) is, then, a biorthogonal dual to \( B \). The function \( \tilde{\psi} \), if it exists, will be called the \textit{canonical dual function to} \( \psi \). The argument above shows that if this canonical dual exists it is unique (justifying the term “canonical”).

The following theorem tells us precisely when the canonical dual to \( \psi \) exists:

**Theorem 2.7.** There exists a canonical dual, \( \tilde{\psi} \), of \( \psi \) that belongs to \( \langle \psi \rangle \) if and only if \( \frac{1}{p_\psi} \) belongs to \( L^1([0,1]) \). In this case, \( \tilde{\psi} = (\frac{1}{p_\psi} \hat{\psi})^\vee \).

**Proof.** For \( \tilde{\psi} \) to be in \( \langle \psi \rangle \) it follows from Theorem 1.6 that there exists a unique \( m \in \mathcal{M}_\psi \) such that \( \hat{\tilde{\psi}} = m \hat{\psi} \). Moreover, \( \tilde{\psi} \) must satisfy \( \langle \psi_k, \tilde{\psi} \rangle = \delta_{k0} \) for all \( k \in \mathbb{Z} \). Moreover, (see Lemma 1.5 and the equalities preceding it), \( \langle \psi_k, \tilde{\psi} \rangle \) is the \( k^{th} \) Fourier coefficient of \( \hat{\tilde{\psi}}, \hat{\tilde{\psi}} = \bar{m} \hat{\psi} \) which, by the inequality following (1.4) is a function in \( L^1([0,1]) \). This can only be the case if and only if \( m(\xi) \hat{p}_\psi(\xi) = 1 \) a.e.. Hence, \( m = \frac{1}{p_\psi} = \frac{1}{p_\psi} \). Finally, since \( \frac{1}{p_\psi} = \frac{p_\psi}{p_\psi} \), we see that \( \frac{1}{p_\psi} \in \mathcal{M}_\psi \) if and only if \( \frac{1}{p_\psi} \in L^1([0,1]) \).

Let us return to the case where \( B \) is a Riesz basis (Theorem 2.4). The condition \( \frac{1}{p_\psi} \in L^1([0,1]) \) is automatic since \( 0 < A \leq p_\psi(\xi) \) a.e.. In fact,
both $\sqrt{P\varphi}$ and $\frac{1}{\sqrt{P\varphi}}$ are bounded functions in this case. Theorem 1.9 stated that $\{\varphi_k : k \in \mathbb{Z}\}$ is an orthonormal basis for $\langle \psi \rangle$ if $\varphi = (\frac{1}{\sqrt{P\varphi}})^\vee$ and observe that $\sqrt{P\varphi}\hat{\psi}_k = \hat{\varphi}_k$ and $\hat{\psi} = \sqrt{P\varphi}\hat{\varphi}$. Thus, when $\mathcal{B}$ is a Riesz basis, we obtain a reproducing formula for $f \in \langle \psi \rangle$:

$$f = \frac{f}{\sqrt{P\varphi}}\sqrt{P\varphi} = \sum_{k \in \mathbb{Z}} (\frac{f}{\sqrt{P\varphi}}, \hat{\varphi}_k)\hat{\varphi}_k\sqrt{P\varphi} = \sum_{k \in \mathbb{Z}} \langle f, \hat{\varphi}_k \rangle \hat{\varphi}_k.$$

Taking inverse Fourier transforms, we obtain

$$(2.8) \quad f = \sum_{k \in \mathbb{Z}} \langle f, \hat{\varphi}_k \rangle \varphi_k = \sum_{k \in \mathbb{Z}} \langle f, \varphi_k \rangle \hat{\varphi}_k$$

for all $f \in \langle \psi \rangle$ (the second equality is a consequence of the argument we just presented and the fact that $\mathcal{B} = \{\varphi_k : k \in \mathbb{Z}\}$ is the canonical dual system to $\mathcal{B} = \{\hat{\psi}_k : k \in \mathbb{Z}\}$). When we drop the assumption that $\mathcal{B}$ is a Riesz basis and only assume that $\frac{1}{P\varphi} \in L^1([0,1])$ (which is equivalent to the existence of the biorthogonal dual system $\mathcal{B}$ – see Theorem 2.7) the reproducing formulae (2.8) may fail since we can find $f = (m\hat{\psi})^\vee$ in $\langle \psi \rangle$ (for $m \in \mathcal{M}_\psi$) with $\frac{m}{\sqrt{P\varphi}} \notin \mathcal{M}_\psi$.

We will discuss more delicate issues involving reproducing formulae for $\mathcal{B}$ and $\mathcal{B}$ in §3. At this point, however, we examine these reproducing properties when $0 < |\Omega_\psi| < 1$. As we have seen at the beginning of this section, where Parseval frames corresponded to orthonormal bases when $|\Omega_\psi| = 1$ (Theorem 2.1), we have an extension of Riesz bases in case $0 < |\Omega_\psi| < 1$. Let us begin by observing that the inequalities (2.3), that characterized Riesz bases, are associated with the inequalities

$$(2.9) \quad A\|f\|^2 \leq \sum_{k \in \mathbb{Z}} |\langle f, \varphi_k \rangle|^2 \leq B\|f\|^2$$

for all $f \in \langle \psi \rangle$. To see this we use the operator $L$ we introduced just after (2.3): $Lf = (\sqrt{P\varphi}f)^\vee$. We have

$$\sum_{k \in \mathbb{Z}} |\langle f, \varphi_k \rangle|^2 = \sum_{k \in \mathbb{Z}} |\langle (L^2)^{\vee}, \frac{1}{\sqrt{P\varphi}}\hat{\psi}_k \rangle|^2 = \sum_{k \in \mathbb{Z}} |\langle (L^2)^{\vee}, \hat{\varphi}_k \rangle|^2 = \|L^2\|^2 = \|Lf\|^2.$$

But, as we have seen above (immediately before Theorem 2.4),

$$A\|f\|^2 = \|L^{-1}

\|f\|^2 \leq \|Lf\|^2 \leq \|L^2\| \|f\|^2 \leq B\|f\|^2$$

and we obtain (2.9). But these inequalities are the ones that characterize those systems $\mathcal{B}$ that are frames for $\langle \psi \rangle$. We can extend these facts to the case $0 < |\Omega_\psi| < 1$ and obtain the following characterization (and properties) of those systems $\mathcal{B}$ that are frames for $\langle \psi \rangle$. More precisely, we have
Theorem 2.10. The system $\mathcal{B}$ is a frame for $\langle \psi \rangle$ (that is, it satisfies the inequalities (2.9)) if and only if there exist constants $0 < A \leq B < \infty$ such that

$$A \chi_{\Omega_\psi}(\xi) \leq p_\psi(\xi) \leq B \chi_{\Omega_\psi}(\xi) \quad a.e.$$ \hspace{1cm} (2.11)

When this is the case, there exists a unique dual system $\tilde{\mathcal{B}} = \{ T_k \tilde{\psi} = \tilde{\psi}_k : k \in \mathbb{Z} \} \subset \langle \psi \rangle$, where $\tilde{\psi} = (\frac{1}{p_\psi} \chi_{\Omega_\psi} \hat{\psi})^\vee$ and the reproducing equalities (2.8) are satisfied for all $f \in \langle \psi \rangle$.

Proof. We remind the reader that $\tilde{\chi}_{\Omega_\psi}$ is the 1-periodic extension of $\chi_{\Omega_\psi}$ introduced at the beginning of this section. Theorem 1.6 shows that $\tilde{\psi}$ is well defined and belongs to $\langle \psi \rangle$ provided $\chi_{\Omega_\psi}/p_\psi \in L^1([0,1])$ (which is certainly the case here since we are assuming (2.11)). In fact, $\langle \tilde{\psi} \rangle = \langle \psi \rangle$ since, clearly, $\langle \tilde{\psi} \rangle \subset \langle \psi \rangle$ and $p_{\tilde{\psi}} = \frac{\chi_{\Omega_\psi}}{p_\psi}$, so that $\langle \tilde{\psi} \rangle^* = \psi$ and, thus, $\langle \psi \rangle \subset \langle \tilde{\psi} \rangle$.

The operator $L$ that maps $f \in \langle \psi \rangle$ into $(\sqrt{p_\psi} \chi_{\Omega_\psi} \hat{f})^\vee$ is bounded and has a bounded inverse on $\langle \psi \rangle$. The argument that we used to prove (2.8) can be extended to this case (we use Theorem 2.1 in place of Theorem 1.9). \hfill \blacksquare

Comments. (a) When $0 < |\Omega_\psi| < 1$ the biorthogonality (2.6) is no longer valid.

(b) The “best” constants $A$ and $B$ are $\|L^{-1}\|^{-2}$ and $\|L\|^2$, as before; however, $L$ is not a bounded invertible operator on $L^2(\mathbb{R})$ (just on $\langle \psi \rangle$).

(c) Once again we see that a result that is true when $|\Omega_\psi| = 1$ has an extension to the case $0 < |\Omega_\psi| < 1$ if we use $\chi_{\Omega_\psi}$ appropriately (see Theorem 2.1). In fact Theorem 2.1 can be considered to be a special case of Theorem 2.10 (when $p_\psi(\xi) = \chi_{\Omega_\psi}(\xi)$ a.e.; that is, $A = B = 1$ — a Parseval frame is also called a tight frame when $A = 1 = B$).

Recall that $\mathcal{B}$ is always an “algebraic basis” in the sense that it is a linearly independent system (Theorem 1.7). We have obtained several results that show how $\mathcal{B}$ can be used to obtain explicit representations of elements of $\langle \psi \rangle$ (sometimes with the help of $\tilde{\mathcal{B}}$). It is natural to ask whether there are other notions of independence (or non-redundancy) that are associated with such representations. The next section is devoted to these concepts.

§3 Non-redundancy and the Representation of the Elements of $\langle \psi \rangle$ by $\mathcal{B}$.

We begin by examining a notion of independence, or non-redundancy, that we will show is equivalent to the existence of a canonical dual, $\hat{\psi}$, of $\psi$ (so that $\tilde{\mathcal{B}}$ and $\mathcal{B}$ are biorthogonal systems — see Theorem 2.7).
Definition. $\mathcal{B}$ is minimal if and only if there does not exist an integer $k_0$ such that

$$
\langle \psi \rangle = \text{span}\{ \psi_k : k \in \mathbb{Z}, k \neq k_0 \}
$$

(3.1)

It turns out that each of the integers $k \in \mathbb{Z}$ can replace $k_0$ in (3.1):

Lemma 3.2. If $\mathcal{B}$ is not minimal, then

$$
\psi_j \in \text{span}\{ \psi_k : k \in \mathbb{Z} \setminus \{j\} \}
$$

for each $j \in \mathbb{Z}$.

Proof. If $\mathcal{B}$ is not minimal, there exists $k_0 \in \mathbb{Z}$ such that $\lim_{n \to \infty} \| v_n - \psi_{k_0} \|_2 = 0$ for a sequence $\{v_n : n \in \mathbb{N}\} \subset V_{k_0} \equiv \text{span}\{ \psi_k : k \neq k_0 \}$. For $j \in \mathbb{Z}$, we have $\psi_j = T^{j-k_0} \psi_{k_0}$ if $T$ is the translation by 1 operator. Moreover, $T^{j-k_0} V_{k_0} \equiv V_j$. Since $T^{j-k_0}$ is bounded on $L^2(\mathbb{R})$,

$$
\psi_j = T^{j-k_0} \psi_{k_0} = \lim_{n \to \infty} T^{j-k_0} v_n \in V_j = \text{span}\{ \psi_l : l \neq j \}.
$$

We now examine the connection between minimality and the existence of $\tilde{\mathcal{B}}$. Assume $\frac{1}{p_\psi} \in L^1([0,1])$ so that $\tilde{\mathcal{B}}$ exists and $\mathcal{B}$, $\tilde{\mathcal{B}}$ is a biorthogonal dual system. Then,

$$
\langle \tilde{\psi}, \psi_l \rangle = \langle \tilde{\psi}_l, \psi \rangle = 0 \quad \text{if} \quad l \neq 0.
$$

Hence, the non-zero vector $\tilde{\psi} = \tilde{\psi}_0$ is orthogonal to

$$
\overline{\mathcal{V}} = \overline{V_0} = \text{span}\{ \psi_l : l \neq 0 \}.
$$

Since $\langle \tilde{\psi}_0, \psi_0 \rangle = 1$ we have $\psi_0 = a \tilde{\psi}_0 + \theta$ where $a \neq 0$ and $\theta \perp \tilde{\psi}_0$. It follows that $\psi_0 \notin \overline{\mathcal{V}}$ and, thus, $\mathcal{B}$ is minimal.

Now assume $\mathcal{B}$ is minimal. Then $\overline{\mathcal{V}} \nsubseteq \langle \psi \rangle$; consequently, there exists $\tilde{\psi}_0(\neq 0)$ in $\langle \psi \rangle \cap \overline{\mathcal{V}}^\perp$. Clearly, $\langle \psi_0, \tilde{\psi}_0 \rangle \neq 0$ and we might as well assume $\langle \psi_0, \tilde{\psi}_0 \rangle = 1$. Since $\langle \psi_l, \tilde{\psi}_0 \rangle = 0$ for $l \neq 0$ we then have $\langle \psi_j, \tilde{\psi}_0 \rangle = \langle \psi_j-k, \tilde{\psi}_0 \rangle = \delta_{jk}$ for all $j, k \in \mathbb{Z}$. In the proof of Theorem 2.7 we showed that this biorthogonality property implies $1/p_\psi \in L^1([0,1])$.

We see, therefore, we have the following characterization of minimality:

Theorem 3.3. $\mathcal{B}$ is minimal if and only if $\frac{1}{p_\psi} \in L^1([0,1])$. 
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We have, therefore, shown that the condition \( \frac{1}{p_\psi} \in L^1([0,1]) \) is equivalent to the biorthogonality of \( \mathcal{B} \) and \( \tilde{\mathcal{B}} \) and to the fact that \( \mathcal{B} \) is minimal. The fact that biorthogonality and minimality are equivalent is well-known in a more general setting (see [19]). We presented a rather simple proof of this fact in the present setting.

Let us now consider another non-redundancy notion that arises in functional analysis: \( \ell^2 \)-linear independence. In our case, \( \mathcal{B} \) is said to be \( \ell^2 \)-linearly independent provided there is no non-zero sequence \( \{c_n\} \in \ell^2(\mathbb{Z}) \) such that \( \sum_{k \in \mathbb{Z}} c_k \psi_k = 0 \). We must be careful about what we mean by this series. Consistent with the fact that we are dealing with Hilbert spaces (within \( L^2(\mathbb{R}) \)) we want convergence to be with respect to the \( L^2(\mathbb{R}) \)-norm.

We will not always be dealing with unconditionally convergent series and, thus, we must decide on an appropriate order that determines the partial sums. Let us agree, therefore, that here (as well as later on) we order \( \mathbb{Z} = \{0, 1, -1, 2, -2, \ldots\} \) as is usually done when considering Fourier series.

Thus, it can be shown that we can interpret \( \sum_{k \in \mathbb{Z}} c_k \psi_k \) as the \( L^2(\mathbb{R}) \)-limit of the symmetric partial sums \( s_n = \sum_{|k| \leq n} c_k \psi_k \).

Suppose \( \mathcal{B} \) is \( \ell^2 \)-linearly dependent. Then there exists \( \{c_n\} \), a non-zero sequence in \( \ell^2(\mathbb{Z}) \), such that

\[
\lim_{n \to \infty} \| \sum_{|k| \leq n} c_k \psi_k \|_{L^2(\mathbb{R})} = 0.
\]

Let \( m(\xi) \) be the function in \( L^2([0,1]) \) with Fourier series \( \sum_{k \in \mathbb{Z}} c_k e^{2\pi ik\xi} \). Then, \( m(\xi) \neq 0 \) on a set \( E \subset [0,1) \) of positive measure. Moreover, it follows from Theorem 1.6 that the partial sums \( \sum_{|k| \leq n} c_k e^{2\pi ik\xi} = m_n(\xi) \) satisfy

\[
\int_0^1 |m_n(\xi)|^2 p_\psi(\xi) d\xi = \| \sum_{|k| \leq n} c_k \hat{\psi}_k \|^2_{L^2(\mathbb{R})} \to 0
\]

as \( n \to \infty \). It follows that \( m(\xi) \sqrt{p_\psi(\xi)} = 0 \) a.e. But \( m(\xi) \neq 0 \) for \( \xi \in E \), a set of positive measure. It follows that \( p_\psi(\xi) = 0 \) for \( \xi \in E \). In particular \( 0 < |\Omega_\psi| < 1 \). We have shown

**Fact 3.4.** If \( p_\psi(\xi) > 0 \) a.e., then \( \mathcal{B} \) is \( \ell^2 \)-linearly independent.

It is natural to ask if the property \( p_\psi(\xi) > 0 \) a.e. is equivalent to \( \ell^2 \)-linear independence. Unfortunately, we have not been able to determine whether this condition is a characterization of \( \ell^2 \)-linear independence of \( \mathcal{B} \). We therefore state that it is an open question that \( \mathcal{B} \) is \( \ell^2 \)-linearly independent if and only if \( p_\psi(\xi) > 0 \) a.e. A particular result in this direction is the following
one. Let us say that $B$ is a Bessel system with bound $B < \infty$ provided the second inequality in (2.9) is satisfied for all $f \in \langle \psi \rangle$. We then have

**Fact 3.5.** If $B$ is a Bessel system that is $\ell^2$-linearly independent, then $p_\psi(\xi) > 0$ a.e.

The proof of this fact uses the following version of the fact that $L^\infty([0,1])$ represents the dual of $L^1([0,1])$

**Lemma 3.6.** Suppose a measurable non-negative function $s$ on $[0,1)$ satisfies $sm \in L^1([0,1))$ whenever $m \in L^1([0,1))$, then $s \in L^\infty([0,1))$.

**Proof.** If $\|s\|_\infty = \infty$, there exists a sequence $\{j_k\}, k \geq 1,$ in $\mathbb{N}$ such that $1 < j_1 < j_2 < j_3 < \ldots$ and sets $E_k = \{\xi \in [0,1) : 2^{j_k} \leq s(\xi) < 2^{j_k+1}\}$ of positive measure $\nu_k, k \in \mathbb{N}$. Let $m = \sum_{k \in \mathbb{N}} 2^{-j_k/2} \nu_k^{-1} \chi_{E_k}$. Then

$$\infty > \int_0^1 s(\xi)m(\xi)d\xi \geq \sum_{k \in \mathbb{N}} 2^{-j_k/2} 2^{j_k} \sum_{k \in \mathbb{N}} 2^{j_k/2} = \infty.$$  

**Theorem 3.7.** $B$ is a Bessel system if and only if $\|p_\psi\|_\infty < \infty$.

**Proof.** The second inequality in (2.9) involves the quantity

$$\sum_{k \in \mathbb{Z}} |\langle f, \psi_k \rangle|^2$$

for the general $f \in \langle \psi \rangle$. From Theorem 1.6 we know that $\hat{f} = q\hat{\psi}$, where $q$ is the general element in $\mathcal{M}_\psi$ and

$$\|f\|_2^2 = \int_0^1 |q(\xi)|^2 p_\psi(\xi) d\xi.$$  

On the other hand,

$$\sum_{k \in \mathbb{Z}} |\langle f, \psi_k \rangle|^2 = \sum_{k \in \mathbb{Z}} \left| \int \hat{f}(\xi) \overline{\psi}(\xi) e^{2\pi i k \xi} d\xi \right|^2 = \sum_{k \in \mathbb{Z}} \left| \int_0^1 q(\xi)p_\psi(\xi) e^{2\pi i k \xi} d\xi \right|^2$$

which is the sum of the squares of the absolute values of the Fourier coefficients of the function $qp_\psi = (q\sqrt{p_\psi})/\sqrt{p_\psi}$. Thus, the second inequality in (2.9) asserts that

$$\int_0^1 [q(\xi)]^2 p_\psi(\xi) d\xi \leq B \int_0^1 |q(\xi)|^2 p_\psi(\xi) d\xi.$$
In the notation of Lemma 3.6, where \(|m(\xi)| = |q(\xi)|^2 p_\psi(\xi)| and \(s(\xi) = p_\psi(\xi)|, and observing that \(|m(\xi)| is the absolute value of the general \(m \in L^1([0,1])\), we see that \(s\) satisfies the hypotheses of Lemma 3.6. It follows that \(\|s\|_\infty = \|p_\psi\|_\infty < \infty\). The converse follows easily from the above arguments. Hence, Theorem 3.7 is true and we see that the “best” \(B\) in inequality (2.9) is \(\|p_\psi\|_\infty\).

Proof. Let us now turn to the proof of Fact 3.5. It suffices to show that \(|\Omega_\psi| < 1\) implies \(B\) is \(\ell^2\)-linearly dependent. In this case let \(m\) be the characteristic function of \([0,1) \setminus \Omega_\psi\). Then \(m(\xi)|p_\psi(\xi)| = 0\) on \([0,1)\). Let
\[
\sum_{|k| \leq n} c_k e^{2\pi ik\xi} = m_n(\xi)\]
be the symmetric partial sums of the Fourier series of \(m, n \in \mathbb{N}\). By Theorem 3.7 and our assumption that \(B\) is a Bessel system, we have \(\|p_\psi\|_\infty < \infty\). Then
\[
\|m_n\sqrt{p_\psi}\|_2^2 = \|(m_n - m)\sqrt{p_\psi}\|_2^2 \leq \|p_\psi\|_\infty \|m_n - m\|_2^2 \to 0 \quad \text{as} \quad n \to \infty
\]
Hence,
\[
\| \sum_{|k| \leq n} c_k \psi_k \|_{L^2(\mathbb{R})} = \|m_n\sqrt{p_\psi}\|_{L^2([0,1))} \to 0 \quad \text{as} \quad n \to \infty
\]
Consequently, \(B\) is \(\ell^2\)-linearly dependent.

Let us now pass to examining another notion of non-redundancy that allows us to represent the elements of \(\langle \psi \rangle\) in terms of \(B\). There is a natural notion of basis on a general topological vector space: a collection \(B = \{\psi_k : k \in \mathbb{Z}\}\) in this vector space is such a (countable) basis if and only if for each vector \(v\) there exists a unique set of coefficients in \(\mathbb{C}\), \(\{f_k(v) : k \in \mathbb{Z}\}\), such that
\[
(3.8) \quad v = \lim_{n \to \infty} \sum_{|k| \leq n} f_k(v)\psi_k
\]
in the topology of the space. The maps \(v \to f_k(v)\) are each linear; however, it may happen that they are not continuous linear functionals. In a Banach space, however, it can be shown (see Theorem (1.6) in Chapter 5 of [11]) that these linear functional are continuous. Such a basis for a general topological vector space (for which the \(f_k\)'s are continuous linear functionals) is called a Schauder basis. Thus, any basis of a Banach space is a Schauder basis.

We will now determine the property of \(p_\psi\) that characterizes those systems \(B\) that are Schauder bases. Let us consider the space \(\mathcal{M}_\psi\) in which the exponential functions \(\psi_k, k \in \mathbb{Z}\), correspond, via the isometry \(J_\psi\) (see Theorem 1.6), with the elements \(\psi_k \in \mathcal{B}\). Hunt, Muckenhoupt and Wheeden (see
introduced a class of non-negative weights \( \{ w(\xi) \} \) on \([0, 1]\) associated with various properties of Fourier series and related operators. A particular class of these weights is the class \( A_2 = A_2([0, 1)) : w \in A_2 \) if and only if there exists a positive \( C \in \mathbb{R} \) such that

\[
\left( \frac{1}{|I|} \int_I w(\xi) d\xi \right)^{\frac{1}{2}} \left( \frac{1}{|I|} \int_I \frac{d\xi}{w(\xi)} \right) \leq C
\]

for all intervals \( I \subset [0, 1) \).

Suppose \( p_\psi \in A_2 \). Then, in particular, \( \frac{1}{p_\psi} \in L^1([0, 1)) \). If \( m \in \mathcal{M}_\psi \), then \( m \in L^1([0, 1)) \) since

\[
\int_0^1 |m(\xi)| d\xi = \int_0^1 \{ |m(\xi)| \sqrt{p_\psi(\xi)} \} \left\{ \frac{1}{\sqrt{p_\psi(\xi)}} \right\} d\xi \leq \left( \int_0^1 |m(\xi)|^2 p_\psi(\xi) d\xi \right)^{1/2} \left( \int_0^1 \frac{1}{p_\psi(\xi)} d\xi \right)^{1/2} < \infty.
\]

Hence, the Fourier coefficients

\[
c_k = \int_0^1 m(\xi) e^{2\pi i k \xi} d\xi, \quad k \in \mathbb{Z},
\]

are well defined, and so are the symmetric partial sums

\[
s_n(\xi) = s_n(m; \xi) = \sum_{|k| \leq n} c_k e^{2\pi i k \xi}, \quad n \in \mathbb{N},
\]

of the Fourier series of \( m \). Theorem 8 in [12] asserts that the following three statements are equivalent:

\[
\begin{cases}
(a) & p_\psi \in A_2; \\
(b) & \text{there exists a constant } C \in (0, \infty), \text{ independent of } m \in \mathcal{M}_\psi, \text{ such that } \\
& \int_0^1 |s_n(m; \xi)|^2 p_\psi(\xi) d\xi \leq C \int_0^1 |m(\xi)|^2 p_\psi(\xi) d\xi; \\
(c) & \text{if } m \in \mathcal{M}_\psi, \lim_{n \to \infty} \int_0^1 |m(\xi) - s_n(m; \xi)|^2 p_\psi(\xi) d\xi = 0.
\end{cases}
\]

It is shown in [14] that it follows from these equivalences that \( \{ e_k : k \in \mathbb{Z} \} \) is a Schauder basis for \( \mathcal{M}_\psi \) if and only if \( p_\psi \in A_2 \). Thus, by Theorem 1.6 we can conclude that

**Theorem 3.11.** \( B \) is a Schauder basis for \( \langle \psi \rangle \) if and only if \( p_\psi \in A_2 \).
Comments: (1) Though, in our case, the convergence
\[ \sum_{|k| \leq n} c_k \psi_k \to f (= J_\psi m) \]
is in the $L^2(\mathbb{R})$ norm, the coefficients $c_k, k \in \mathbb{Z}$, do not necessarily belong to $\ell^2(\mathbb{Z})$. To see this we need to produce, for a $p_\psi \in A_2$, an $m \in \mathcal{M}_\psi$ such that $m \notin L^2([0,1))$ (recall that we showed that $\mathcal{M}_\psi \subset L^1([0,1))$) This is easily done.

(2) The condition $p_\psi \in A_2$ is stronger than the integrability of $1/p_\psi$. Thus, by Theorem 3.3, if $\mathcal{B}$ is a Schauder basis, then $\mathcal{B}$ is minimal; however, the converse is not always true. It is easy to verify that $\psi$ such that
\[ \tilde{\psi}(\xi) = \begin{cases} 1/\sqrt{\xi}(1 - \ln \xi) & \text{for } 0 < \xi < 1, \\ 0 & \text{for } \xi \notin (0,1) \end{cases} \]
provides us an example of a $\psi \in L^2(\mathbb{R})$ for which $1/p_\psi \notin M_\psi \subset L^1([0,1))$; however, $p_\psi \notin A_2$. We are grateful to Professor J. M. Martell for providing us this example.

Let us now examine more closely the situation when $\mathcal{B}$ has some of these non-redundant properties such as $\ell^2$-linear independence, and some redundant property, such as non-minimality, in order to see how the space $\langle \psi \rangle$ is generated. Let us also assume $\mathcal{B}$ is a Bessel system. In this specific situation we have $|\Omega_\psi| = 1$ (by Fact 3.5) and $1/p_\psi \notin L^1([0,1))$ (by Theorem 3.3). Since $p_\psi(\xi) \leq B < \infty$ a.e. (by Theorem 3.7) the operator $I_\psi : L^2([0,1)) \to \mathcal{M}_\psi$ defined by $I_\psi m = m$ is bounded. We then have

**Theorem 3.12.** If $\mathcal{B}$ is $\ell^2$-linearly independent, is non-minimal and Bessel, then $\sum_{k \in \mathbb{Z}} c_k \psi_k$ converges to an element $f \in \langle \psi \rangle$ (that is,
\[ \| \sum_{|k| \leq n} c_k \psi_k - f \|_{L^2(\mathbb{R})} \to 0 \quad \text{as} \quad n \to \infty \],
whenever $\{ c_k \} \in \ell^2(\mathbb{Z})$.

**Proof.** Suppose $\{ c_k \} \in \ell^2(\mathbb{Z})$, then
\[ m = \sum_{k \in \mathbb{Z}} c_k e_k = \lim_{n \to \infty} \sum_{|k| \leq n} c_k e_k \in L^2([0,1)). \]
Moreover, $J_\psi \circ I_\psi$ is a bounded linear transformation of $L^2([0,1))$ into $\langle \psi \rangle$ so that
\[ \sum_{k \in \mathbb{Z}} c_k \psi_k = \sum_{k \in \mathbb{Z}} c_k (J_\psi \circ I_\psi)(e_k) = (J_\psi \circ I_\psi)(m) \equiv f. \]

\[ \square \]
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The $\ell^2$-linear independence of $\mathcal{B}$ shows that the above representation (in terms of $\ell^2(\mathbb{Z})$ sequences) is unique. Furthermore, the elements $f \in \langle \psi \rangle$ that have the representation $f = \sum_{k \in \mathbb{Z}} c_k \psi_k$ are precisely those in the range of $J_\psi \circ I_\psi \equiv \text{Image}(J_\psi \circ I_\psi)$. Unfortunately, this range is not all of $\langle \psi \rangle$. If $m = \frac{1}{\sqrt{p_\psi}}$, then $m$ is a well defined measurable function on $[0, 1)$ and it belongs to $\mathcal{M}_\psi$; however, $m \notin L^2([0, 1))$ since $\frac{1}{p_\psi}(= |m|^2)$ is not integrable.

We see, therefore, that even when $\mathcal{B}$ is not minimal but is a Bessel system there are some positive results about the $\ell^2$-representations of elements of $\langle \psi \rangle$. There are, however, some negative facts, such as we cannot represent every $f \in \langle \psi \rangle$ in such a way.

Let us now turn our attention, again, to the case when $\mathcal{B}$ is minimal. We have seen, in this case, that the dual system, $\tilde{\mathcal{B}}$, is well defined. We want to explore further when $f \in \langle \psi \rangle$ can be expressed as a sum $f = \sum_{k \in \mathbb{Z}} c_k \psi_k$.

In order to understand this question better, as well as the properties of the coefficients $c_k$ we consider two notions that arise in functional analysis (see [19] pages 337-8):

Let $\mathcal{B}$ be a minimal system, then

(a) $\mathcal{B}$ is it Besselian if and only if

\[
\sum_{k \in \mathbb{Z}} c_k \psi_k \text{ is convergent implies } \sum_{k \in \mathbb{Z}} |c_k|^2 < \infty;
\]

(b) $\mathcal{B}$ is Hilbertian if and only if

\[
\sum_{k \in \mathbb{Z}} |c_k|^2 < \infty \text{ implies } \sum_{k \in \mathbb{Z}} c_k \psi_k \text{ is convergent}.
\]

We shall say $\mathcal{B}$ satisfies property (B) in case (a) is true, and $\mathcal{B}$ satisfies property (H) in case (b) is true.

**Theorem 3.13.** Suppose $\frac{1}{p_\psi} \in L^1([0, 1))$ (or, equivalently, by Theorem 3.7, $\mathcal{B}$ is minimal). Then the following are equivalent:

(a) $\mathcal{B}$ satisfies property (H);

(b) $\|p_\psi\|_\infty < \infty$;

(c) $\mathcal{B}$ is a Bessel system.

If any of these equivalent statements is true, then $\tilde{\mathcal{B}}$ satisfies property (B).
If \( B \) satisfies property (B) and, for each \( \varphi \in \langle \psi \rangle \) there exists a sequence \( \{c_n\} \) such that \( \varphi = \sum_{k \in \mathbb{Z}} c_k \psi_k \), then \( \frac{1}{\|p_\psi\|} < \infty \).

**Proof.** Assume (a). Since \( B \) satisfies property (H), if \( \{c_k\} \in \ell^2(\mathbb{Z}) \) then the partial sums \( S_n = \sum_{|k| \leq n} c_k \psi_k \) converge to an \( f \in \langle \psi \rangle \) in the \( L^2(\mathbb{R}) \) norm. By Theorem 1.6 we have a corresponding situation in \( M_\psi \) involving \( J_\psi^{-1} f = m \in M_\psi \) and the exponential system \( \{e_k : k \in \mathbb{Z}\} \): the symmetric partial sums
\[
s_n(m; \xi) = \sum_{|k| \leq n} c_k e_k(\xi) = J_\psi^{-1} S_n
\]
converge to \( m \) in the \( M_\psi \) norm. Since \( \{c_k\} \in \ell^2(\mathbb{Z}) \), the partial sums \( s_n(m; \xi) \) also converge in the \( L^2([0,1]) \) norm to a function \( \mu(\xi) \in L^2([0,1]) \). Thus, a subsequence \( \{s_{n_j}(m; \xi)\} \) converges a.e. to \( \mu(\xi) \in [0,1] \). But
\[
\int_0^1 |s_{n_j}(m; \xi) - \mu(\xi)|^2 d\xi = \int_0^1 |s_{n_j}(m; \xi) - \mu(\xi)|^2 p_\psi(\xi) d\xi \to 0
\]
as \( j \to \infty \). A subsequence of \( \{s_{n_j}(m; \xi)\} \) converges to \( \mu(\xi) \) a.e. (since \( p_\psi(\xi) > 0 \) a.e.). It follows that \( \mu(\xi) = m(\xi) \) a.e. Since \( \{c_k\} \) is an arbitrary element of \( \ell^2(\mathbb{Z}) \), \( q(z) = |m(\xi)|^2 \) is the general non-negative function in \( L^1([0,1]) \). But the last convergence result shows \( q_{\psi} \in L^1([0,1]) \). We can then apply Lemma 3.6 to \( s = p_\psi \) to conclude that \( ||p_\psi|| = ||s|| < \infty \); thus, (b) is true.

Theorem 3.7 shows that (b) implies (c). In fact, this result is the equivalence between (b) and (c). That (b) implies (a) follows immediately from the boundedness of \( J_\psi \circ I_\psi \) as an operator from \( L^2([0,1]) \) into \( \langle \psi \rangle \) (see the proof of Theorem 3.12).

We now pass to the proof that \( B \) satisfies property (B) if any one of the equivalent statements (a), (b) and (c) is true. We are given \( \frac{1}{p_{\psi}(\xi)} \in L^1([0,1]) \) and let us assume \( ||p_\psi|| = B < \infty \). By Theorem 2.7 we know \( B \) is well defined and belongs to \( \langle \psi \rangle = \langle \tilde{\psi} \rangle \). We want to show that \( B \) satisfies property (B): if \( \sum_{k \in \mathbb{Z}} c_k \psi_k \) converges then \( \{c_k\} \in \ell^2(\mathbb{Z}) \).

By Theorem 1.6
\[
|| \sum_{\mu \leq |k| \leq \nu} c_k \psi_k ||_{L^2(\mathbb{R})} = ||( \sum_{\mu \leq |k| \leq \nu} c_k e_k ) \sqrt{p_\psi} ||_{L^2([0,1])}
\]
Hence,

if \( \sum_{k \in \mathbb{Z}} c_k \psi_k \) converges in \( \langle \psi \rangle \), then \( \sum_{k \in \mathbb{Z}} c_k e_k \sqrt{p_\psi} \) converges in \( L^2([0,1]) \).
Since \( \frac{1}{p_\psi(\xi)} = p_\psi(\xi) \leq B \) a.e.

\[
\| \sum_{\mu \leq |k| \leq \nu} c_k e_k \|_{L^2([0,1])}^2 = \int_0^1 \left| \sum_{\mu \leq |k| \leq \nu} c_k e_k(\xi) \right|^2 p_\psi(\xi) \frac{1}{p_\psi(\xi)} d\xi \\
\leq B \int_0^1 \left| \sum_{\mu \leq |k| \leq \nu} c_k e_k(\xi) \right|^2 p_\psi(\xi) d\xi \to 0
\]

as \( \mu \to \infty \). This means \( \sum_{k \in \mathbb{Z}} c_k e_k \) converges in \( L^2([0,1]) \). But this implies \( \{ c_k \} \in \ell^2(\mathbb{Z}) \) as desired.

Let us, finally, consider the last statement, which is a partial converse of what we just proved. Let \( m \in L^2([0,1]) \). Then \( m/\sqrt{p_\psi} \in L^2([0,1],p_\psi) \) (in our case \( p_\psi(\xi) > 0 \) a.e.; thus, \( m/\sqrt{p_\psi} \) is well defined). Since each \( \varphi \in \langle \psi \rangle \) has an associated \( \{ c_k \} \) such that

\[ \varphi = \sum_{k \in \mathbb{Z}} c_k \psi_k , \quad \frac{m}{\sqrt{p_\psi}} = \sum_{k \in \mathbb{Z}} c_k e_k \quad \text{in} \quad L^2([0,1],p_\psi). \]

Since \( B \) satisfies property (B), \( \sum_{k \in \mathbb{Z}} |c_k|^2 < \infty \). Thus,

\[ h = \sum_{k \in \mathbb{Z}} c_k e_k \in L^2([0,1]). \]

By the same subsequence argument we used in the first part of this proof, we can show \( h = m/\sqrt{p_\psi} \). We showed \( \frac{m}{\sqrt{p_\psi}} \in L^2([0,1],p_\psi) \) when \( m \in L^1([0,1]) \).

In particular, if \( q \geq 0 \) and \( q \in L^1([0,1]) \) then \( q/\sqrt{p_\psi} \in L^1([0,1]) \). We can apply Lemma 3.6 to show that \( \| \frac{1}{p_\psi} \|_\infty < \infty \). \( \blacksquare \)

The reader might find the terminology “satisfying property (B)” a bit confusing when considering the notion “\( B \) is a Bessel system.” We will not try to confuse the reader further by continuing to discuss this matter.

It is clear that one can say much more about how \( B \) (and \( \overline{B} \)) can be used to represent the elements of \( \langle \psi \rangle \). We have seen that, though we are using \( L^2 \)-norms to approximate these elements, series of the type \( \sum_{k \in \mathbb{Z}} c_k \psi_k \) do not always involve sequences \( \{ c_k \} \) in \( \ell^2(\mathbb{Z}) \). We have obtained a host of results that explain these matters further; however, we will publish them elsewhere. As mentioned in the first section, one of our purposes was to show how simple properties of \( p_\psi \) we associated with various properties of \( B \). We believe that we have presented a sufficient number of examples. They can also be used to illustrate many examples of notions in functional analysis.
§4 References and comments

Perhaps the most important aspect of this paper is to provide an introduction to a much more general theory. Let us begin by saying a few words about Gabor systems. These are systems of the form

$$g_{mn}(\xi) = e^{2\pi i n \xi} g(\xi - m) = (M_n T_m g)(\xi), \quad m, n \in \mathbb{Z}$$

($M_n$ denotes the modulation operator that maps $f(\xi)$ into $e^{2\pi i n \xi} f(\xi)$). An important operator used for the study of these systems is the Zak transform that maps $\varphi \in L^2(\mathbb{R})$ into the function

$$(Z\varphi)(s, t) = \sum_{m \in \mathbb{Z}} \varphi(s + m) e^{2\pi i m t},$$

$(s, t) \in [0, 1) \times [0, 1)$. One can show that $[\varphi, \psi](s, t) \equiv (Z\varphi)(s, t)Z\psi(s, t)$ corresponds to the bracket we introduced in the first section of this paper. In particular, $p_{\psi}(s, t) = [\psi, \psi](s, t)$ plays the role that the weight $p_{\psi}(\xi)$ on $[0, 1)$ played for the study of the systems $\mathcal{B}$, when applied to the Gabor systems $\{\psi_{m,n}\}, \ m, n \in \mathbb{Z}$, as a weight on $[0, 1) \times [0, 1)$. One can obtain a result that corresponds to Theorem 1.6 and use it to obtain extensions of the various theorems we developed here to the study of Gabor systems.

The authors of this paper are involved in a project that, not only extends to higher dimensions, but applies to locally compact abelian groups (playing the role of the integers) and associated to unitary representations of these groups on appropriate Hilbert spaces.

The bracket product was introduced by Rong-Qing Jia and Charles A. Micchelli in [13]. Our notation of the bracket product was introduced in the pioneering work of C. de Boor, R. A. DeVore and A. Ron (see [2] and [3]) as one of the main tools for studying shift invariant spaces. Lemma 1.5 and other basic results are proved there from a somewhat different point of view. There are several statements and proofs of Theorem 1.6 in the literature (see [16], prop 2.18 and [21]); the proof we offer here is, perhaps, the most elementary one and is consistent with the basic method of studying the periodization function we use throughout this article. For more details about recent developments in the theory of shift invariant spaces, an excellent article is the one by M. Bownik [4].

Theorems 1.7, 1.8 and 1.9 are “folklore” by now (see [1] and [11] for Theorem 1.8). [1] also contains the results Theorem 2.1, 2.4 and 2.10 (although there are some unnecessary assumptions there, the discussion is very informative). We also refer to [6] for these results. The approach used here is new as far as we know. For the properties of bases and similar systems we recommend the books [19] and [20]. The original paper [9] is a good source for the ideas involved in the study of frames (see also chapter 7 and
8 in [11] for their use in the theory of wavelets). The papers [15] and [16] contain methods that are very similar to the ones used in this article. Theorems 2.7 and 3.3 can be found in [14] (with different proofs). The results presented here about Schauder bases can be found in [14] and stem from ideas presented in [10]. In this last article there is a discussion concerning the important role played by the work in [12]. In [17] there is material that is related to Fact 3.4 and Fact 3.5.

We recommend reading the discussion about redundancy in [8]. Some of the ideas involved in the description of the material that extends this work (presented at the very end of §3) can also be found in [10]. The detailed classification of various subclasses of Parseval frame wavelets based partially on the results described here is given in [18].
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