Thermal discrete dipole approximation for the description of thermal emission and radiative heat transfer of magneto-optical systems
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We present here a generalization of the thermal discrete dipole approximation (TDDA) that allows us to describe the near-field radiative heat transfer between finite objects of arbitrary shape that exhibit magneto-optical (MO) activity. We also extend the TDDA approach to describe the thermal emission of a finite object with and without MO activity. Our method is also valid for optically anisotropic materials described by an arbitrary permittivity tensor and we provide simple closed formulas for the basic thermal quantities that considerably simplify the implementation of the TDDA method. Moreover, we show that by employing our TDDA approach one can rigorously demonstrate Kirchhoff’s radiation law relating the emissivity and absorptivity of an arbitrary MO object. Our work paves the way for the theoretical study of the active control of emission and radiative heat transfer between MO systems of arbitrary size and shape.
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I. INTRODUCTION

There is presently a great interest in the study of the radiative heat transfer between closely placed objects [1]. The reason for that is the experimental verification of the prediction that the radiative heat transfer between two bodies can be greatly enhanced when they are brought sufficiently close to each other [2,3]. This enhancement can lead to overcome the far-field limit set by the Stefan-Boltzmann law for black bodies and it takes place when the gap between the two objects is smaller than the thermal wavelength (9.6 μm at room temperature). Such an enhanced thermal radiation exchange originates from the contribution of evanescent waves that dominate the near-field regime and by now it has been observed in numerous experiments [4–19]. These experiments have in turn triggered the hope that near-field radiative heat transfer (NFRHT) could lead to new applications in the context of thermal technologies such as thermophotovoltaics [20–22], heat-assisted magnetic recording [23,24], scanning thermal microscopy [25–27], nanolithography [28], or thermal management [29,30], just to mention a few.

The theoretical description of NFRHT is usually done in the framework of fluctuational electrodynamics (FE) introduced by Rytov in the 1950s [3,31]. In this framework, it is assumed that the thermal radiation is generated by random, thermally activated electric currents in the interior of a material. These currents vanish on average, but their correlations are given by the fluctuation-dissipation theorem [32–34]. Thus, the technical problem involved in the description of the radiative heat transfer between two finite objects is to find the solution of the stochastic Maxwell equations with random electric currents as radiation sources. This problem can be quite challenging and an analytical solution can only be obtained in a few cases with simple geometries like, for instance, two parallel plates [2], two spheres [35], or a sphere in front of a plate [36]. In general, in order to solve this problem for complex geometries, which is usually necessary for a comparison with the experiments, one has to resort to numerical methods. In this respect, a lot of progress has been done in recent years and standard numerical methods in electromagnetism have already been combined with FE to describe NFRHT between objects of arbitrary size and shape (for a review see Ref. [37]). Those methods include, among others, the scattering matrix approach [38,39], finite-difference time- and frequency-domain methods [40–43], the boundary element method [44,45], and volume-integral-equation methods [46]. Recently Francoeur and co-workers adapted the discrete dipole approximation (DDA) to describe the NFRHT between two optically isotropic objects of arbitrary shape [47–49]. This approach has been termed as thermal discrete dipole approximation (TDDA). It describes the NFRHT between two bodies in the framework of FE by discretizing the objects in terms of point dipoles in the spirit of the DDA method that is widely used for describing the scattering and absorption of light by small particles [50–53]. The goal of this work is to generalize the TDDA method to describe the radiative heat transfer and the thermal emission in magneto-optical (MO) systems.

MO objects are of great interest in the context of NFRHT. Thus, for instance, in a recent work by some of us we showed that the NFRHT between two parallel plates made of doped semiconductors can be largely tuned by applying a static external magnetic field [54]. Doped semiconductors under a magnetic field present a sizable MO activity, that can be controlled by changing the magnitude and the direction of the field. More recently, it has been predicted that the NFRHT between several MO particles, also made of doped semiconductors, can lead to the appearance of striking phenomena such as a near-field thermal Hall effect [55] or the existence of a persistent directional heat current [56].

Motivated by these recent developments in the context of NFRHT of MO systems, we present here a generalization of the

*juancarlos.cuevas@uam.es
TDDA method to describe the radiative heat transfer between MO objects of arbitrary shape, something that is still missing in the literature. To be precise, we present a TDDA method that is valid for optically anisotropic systems that can be described by an arbitrary electric permittivity tensor (with $\mu = 1$). We also extend the TDDA approach to describe the thermal emission of a finite object (both MO and non-MO). Moreover, we use our generalized approach to provide a rigorous demonstration of the Kirchhoff law relating the emissivity and absorptivity of a finite MO object. Finally, we also provide the correct expression for the radiative heat transfer between MO dipoles, which is the basis to study many-body effects in systems of nonreciprocal particles. Our work focuses on the analysis of homogeneous MO objects with constant temperatures, but it can be straightforwardly generalized to more complicated situations including the description of nonhomogeneous materials or situations with complicated temperature profiles. Our work provides a practical method to investigate many interesting effects in the context of the thermal emission and NFRHT between MO systems.

The rest of the paper is organized as follows. In Sec. II we review the DDA method for MO systems that we use as a starting point for our generalized TDDA approach. Section III is devoted to the description of the radiative heat transfer between MO dipoles. In Sec. IV we describe in detail our generalized TDDA approach for the description of the radiative heat transfer between two MO bodies. In Sec. V we show how the TDDA can be used to describe the total thermal emission of an arbitrary finite object. In Sec. VI we address the issue of the Kirchhoff law of thermal radiation of MO objects. In particular, we derive here the definition of the directional, polarization-dependent emissivity that has to be compared with the corresponding absorption cross section to prove Kirchhoff’s law. In Sec. VII we present the numerical results obtained for the thermal radiation and radiative heat transfer between different objects of arbitrary size and shape. The goal of this section is to illustrate both the validity and the capabilities of the formalisms developed in the previous sections. We conclude the paper in Sec. VIII with some additional remarks about our TDDA approach and the main conclusions of our work. On the other hand, we have included two appendices where we briefly discuss the convergence of the method (Appendix A) and provide an alternative derivation of the main result of Sec. IV (Appendix B).

II. DDA FOR MAGNETO-OPTICAL SYSTEMS: A REMINDER

Our formulation of the TDDA is based on a DDA extension to describe the electromagnetic response of MO systems that has been recently put forward by one of us [57]. To make this paper more self-contained, we present here a brief description of this method, which in turn will allow us to illustrate the peculiarities of the DDA approach for MO objects.

Let us recall that a MO system is characterized by a nonsymmetric permittivity tensor whose components depend on an external magnetic field or on the magnetization state. With this idea in mind, we consider an optically anisotropic finite object characterized by a spatially dependent dielectric permittivity tensor $\hat{\epsilon}(r)$ that is embedded in a homogeneous medium, which hereafter is assumed to be vacuum. In the absence of currents inside the object, the electric field is given by the solution of the volume-integral equation [58],

$$\mathbf{E}(r) = \mathbf{E}_0(r) + k_0^2 \int_V \hat{G}(r,r') (\hat{\epsilon}(r') - \hat{1}) \mathbf{E}(r') dr'.$$

Here, $\mathbf{E}_0(r)$ is the source electric field or the field in the absence of the object, $k_0 = c_0/c$ is the magnitude of the vacuum wave vector, $V$ is the volume of the object, and $\hat{G}(r,r')$ is the vacuum dyadic Green tensor given by [58]

$$\hat{G}(r,r') = \frac{\epsilon_{ik} R}{4\pi R} \left[ \hat{1} + ik_0 R - \frac{k_0^2 R^2}{\epsilon_{ik} R^2} \right] + \left( \frac{3 - 3ik_0 R - k_0^2 R^2}{k_0^2 R^2} \right) \mathbf{R} \otimes \mathbf{R},$$

where $\mathbf{R} = r - r'$, $R = |r - r'|$, and $\otimes$ denotes the exterior product.

In the DDA approach, the previous integral equation is solved by discretizing the volume $V$ as $V = \sum_{n=1}^N V_n$, where $V_n$ is the volume of a homogeneous region where the electric field is assumed to be constant. Thus, Eq. (1) now reads

$$\mathbf{E}(r) = \mathbf{E}_0(r) + k_0^2 \sum_{n} \hat{G}(r,r_n) [\hat{\epsilon}(r) - \hat{1}] \mathbf{E}(r_n)V_n.$$

Defining the dipole moments as

$$p_n = \epsilon_0 V_n [\hat{\epsilon}(r) - \hat{1}] \mathbf{E}(r_n),$$

we can rewrite Eq. (3) as

$$\mathbf{E}(r) = \mathbf{E}_0(r) + \frac{k_0^2}{\epsilon_0} \sum_{n} \hat{G}(r,r_n)p_n,$$

where

$$\hat{G}(r,r_n) = \frac{1}{V_n} \int_{V_n} \hat{G}(r,r') dr'.$$

It can be shown that [57]

$$k_0^2 \hat{G}(r,r_n) \approx k_0^2 \hat{G}(r,r_n) \quad \text{if} \quad r \notin V_n$$

and

$$k_0^2 \hat{G}(r,r_n) \approx 0 \quad \text{if} \quad r \in V_n.$$

Here, $\hat{L}_n$ is the so-called electrostatic depolarization dyadic that depends on the shape of the volume element $V_n$ [59,60]. For the case of a parallelepiped of volume $V_n = L_{n,x} L_{n,y} L_{n,z}$, $\hat{L}_n$ adopts the form [60]

$$[\hat{L}_n]_{ij} = \delta_{ij} \frac{2}{\pi} \arctan \left( \frac{V_n}{L_{n,i}^2 + L_{n,j}^2 + L_{n,z}^2} \right).$$

Thus, we can now rewrite Eq. (5) for the internal field, $\mathbf{E}_n \equiv \mathbf{E}(r_n)$, as follows:

$$\left[ \hat{1} + \left( \hat{L}_n - i \frac{V_n}{6\pi} \hat{k}_0^3 \right) \hat{\epsilon} - \hat{1} \right] \mathbf{E}_n$$

$$\equiv \mathbf{E}_{0,n} + k_0^2 \sum_{m \neq n} \hat{G}_{nm}[\hat{\epsilon}(r_m) - \hat{1}] V_m E_m,$$

where $\mathbf{E}_{0,n} \equiv \mathbf{E}_0(r_n)$, $\hat{\epsilon}_n \equiv \hat{\epsilon}(r_n)$, and $\hat{G}_{nm} \equiv \hat{G}(r_n,r_m)$.
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The left-hand side of Eq. (10) can be defined as the exciting field \( \mathbf{E}_{\text{exc}}(\mathbf{r}_n) \), i.e., the field that excites the \( n \)-volume element. Now, defining the polarizability tensor of the \( n \)-volume element \( \hat{\alpha}_n \) as

\[
\hat{\alpha}_n = \left( \hat{\alpha}_{0,n}^{-1} - i \frac{k_0^3}{6\pi} \hat{1} \right)^{-1},
\]

(11)

where

\[ \hat{\alpha}_{0,n}^{-1} = \frac{1}{V_n}(\hat{L}_n + [\epsilon_n - \hat{1}]^{-1}) \]

(12)

is the quasistatic polarizability tensor, Eq. (10) can be rewritten as a set of coupled dipole equations for the exciting fields at each element,

\[
\mathbf{E}_{\text{exc},n} = \mathbf{E}_{\text{0},n} + k_0^2 \sum_{m \neq n} \hat{G}_{nm} \hat{\alpha}_n \mathbf{E}_{\text{exc},m}. 
\]

(13)

It is worth stressing that this DDA formulation includes automatically the so-called radiative corrections \([61–63]\), which are related to the imaginary part of the Green tensor, and it is thus fully consistent with the optical theorem. On the other hand, from the solution of Eq. (13), which constitutes a set of 3\( N \) coupled linear equations for the exciting fields, one can get the dipole moments and the total internal fields as follows:

\[
\mathbf{p}_n = \epsilon_0 \hat{\alpha}_n \mathbf{E}_{\text{exc},n}, \quad \mathbf{E}_n = \frac{1}{\epsilon_0 V_n} [\epsilon_n - \hat{1}]^{-1} \mathbf{p}_n. 
\]

(14)

(15)

Let us conclude this section with a few useful remarks. First, for cubic volume elements, the depolarization tensor is diagonal: \( \hat{L}_n = (1/3)\hat{1} \). For volume elements of spherical or cubic, optically isotropic materials, the polarizability tensor is diagonal: \( \hat{\alpha}_n = \alpha_n \hat{1} \) with

\[
\alpha_n = \frac{\alpha_{0,n}}{1 - i k_0^3 \alpha_{0,n}/(6\pi)}, \quad \alpha_{0,n} = 3 V_n \left( \frac{\epsilon_n - 1}{\epsilon_n + 2} \right). 
\]

(16)

Finally, from the knowledge of the dipole moments and the internal fields, one can easily compute the different cross sections (scattering, absorption, and extinction). In particular, the absorption cross section, which will play an important role later on, can be obtained as follows. Assuming a plane-wave illumination, \( \mathbf{E}_0(\mathbf{r}) = \mathbf{E}_0 e^{i k_0 \mathbf{r}} \), the absorption cross section is given by [57]

\[
\sigma_{\text{abs}} = \frac{k_0}{\epsilon_0 |\mathbf{E}_0|^2} \sum_n \text{Im} \left\{ \hat{\alpha}_{0,n} \mathbf{p}_n \cdot \hat{\alpha}_{0,n} \mathbf{p}_n^* \right\}. 
\]

(17)

III. RADIATIVE HEAT TRANSFER BETWEEN MAGNETO-OPTICAL DIPOLES

Before presenting our generalized formulation of the TDDA for arbitrary bodies, it is instructive to first discuss the radiative heat transfer between MO dipoles. This discussion will allow us to highlight the peculiarities of MO systems.

The problem that we address in this section is the radiative heat transfer (both in the near and in the far field) between two MO particles that are small compared to their thermal wavelengths such that they can be treated as point electrical dipoles. Let us assume that these two dipoles (or dipolar particles) are located in positions \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \), they have arbitrary polarizability tensors \( \hat{\alpha}_1 \) and \( \hat{\alpha}_2 \), and they are at temperatures \( T_1 \) and \( T_2 \). To compute the net power exchanged between the two dipoles, we first compute the power dissipated in dipole 2 due to the emission from dipole 1, \( P_{1 \rightarrow 2} \), assuming that dipole 2 does not emit [64]. This power is given by

\[
P_{1 \rightarrow 2} = \int_{V_2} \langle j_2(\mathbf{r},t) \cdot \mathbf{E}(\mathbf{r},t) \rangle d\mathbf{r} = \left( \frac{d^2 P_2(t)}{dt} \cdot \mathbf{E}_2(t) \right). 
\]

(18)

where \( j_2(\mathbf{r},t) = \frac{d\mathbf{p}_2(t)}{dt} \) is the local electric current density in the volume \( V_2 \) and \( \mathbf{E}(\mathbf{r},t) \) is the local electric field at position \( \mathbf{r} \). Moreover, \( \langle \cdots \rangle \) denotes the statistical average that takes into account the stochastic nature of the dipoles. Let us recall that the thermal emission originates from the fluctuating part of the dipole moments.

Now, we can express \( \mathbf{p}_2(t) \) and \( \mathbf{E}_2(t) \) in terms of their Fourier transforms,

\[
\mathbf{p}_2(t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \mathbf{p}_2(\omega) e^{-i\omega t}, \quad \mathbf{E}_2(t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \mathbf{E}_2(\omega) e^{-i\omega t}. 
\]

Using the fact that these two functions are real, one can easily show that

\[
\left. \frac{d^2 \mathbf{p}_2(t)}{dt^2} \cdot \mathbf{E}_2(t) = 2 \int_{0}^{\infty} \frac{d\omega}{2\pi} \mathbf{E}_2(\omega) e^{-i\omega t} \right|_{\omega} \times \text{Im} \{ \mathbf{p}_2(\omega) \cdot \mathbf{E}_2^*(\omega) e^{-i(\omega - \omega') t} \}. 
\]

(19)

Since the fluctuation-dissipation theorem (FDT) will introduce a \( \delta \) function of the type \( \delta(\omega - \omega') \), we focus on the calculation of \( \text{Im} \{ \mathbf{p}_2(\omega) \cdot \mathbf{E}_2^*(\omega) \} \) and in most cases we shall drop the argument \( \omega \) to alleviate the notation.

In order to determine the dipole moment and field, we need to solve the DDA equations; see Eq. (13). The exciting field at the position of dipole 2 is given by

\[
\mathbf{E}_{\text{exc},2} = \mathbf{E}_{0,2} + k_0^2 \hat{G}_{21} \hat{\alpha}_1 \mathbf{E}_{\text{exc},1}. 
\]

(20)

To close this equation, we need the corresponding equation for \( \mathbf{E}_{\text{exc},1} \), which reads

\[
\mathbf{E}_{\text{exc},1} = k_0^2 \hat{G}_{12} \hat{\alpha}_2 \mathbf{E}_{\text{exc},2}. 
\]

(21)

Notice that there is no source term in this case. Introducing Eq. (21) in Eq. (20), we arrive at

\[
\mathbf{E}_{\text{exc},2} = \hat{D}_{22} \mathbf{E}_{0,2}, 
\]

(22)

where

\[
\hat{D}_{22} = \left[ \hat{1} - k_0^4 \hat{G}_{21} \hat{\alpha}_1 \hat{G}_{12} \hat{\alpha}_2 \right]^{-1}. 
\]

(23)

The source field \( \mathbf{E}_{0,2} \), due to the emission of the fluctuating part of dipole 1, \( \mathbf{p}_{1,1} \), is given by \( \mathbf{E}_{0,2} = (k_0^2/\epsilon_0) \hat{G}_{21} \mathbf{p}_{1,1} \). Thus,

\[
\mathbf{E}_{\text{exc},2} = \frac{k_0^2}{\epsilon_0} \hat{G}_{21} \mathbf{p}_{1,1}, 
\]

(24)

where we have defined \( \hat{G}_{21} = \hat{D}_{22} \hat{G}_{21} \).

Now, using Eqs. (14) and (15), we can express the dipole moment \( \mathbf{p}_2 \) and the internal field \( \mathbf{E}_2 \) in terms of \( \mathbf{E}_{\text{exc},2} \) as

\[
\mathbf{p}_2 = \epsilon_0 \hat{\alpha}_2 \mathbf{E}_{\text{exc},2}, 
\]

(25)

\[
\mathbf{E}_2 = \frac{1}{\epsilon_0 V_2} [\hat{1} - \hat{\alpha}_2]^{-1} \hat{\alpha}_2 \mathbf{E}_{\text{exc},2}. 
\]

(26)
To compute \( \text{Im}(\langle \mathbf{p}_2 \cdot \mathbf{E}_2^\dagger \rangle) \) it is convenient to use a matrix notation where column vectors like \( \mathbf{p}_2 \) are understood as \((3 \times 1)\) matrices and row vectors like \( \mathbf{p}_2^\dagger \) are \((1 \times 3)\) matrices. With this notation, we get rid of the dot product (or scalar product) in favor of matrix multiplications as follows:

\[
\text{Im}(\langle \mathbf{p}_2 \cdot \mathbf{E}_2^\dagger \rangle) = \text{Im}(\langle \mathbf{p}_2^\dagger \mathbf{E}_2^\dagger \rangle) = \text{ImTr}(\mathbf{E}_{\text{exc,2}}^\dagger \mathbf{E}_{\text{exc,2}}^\dagger) \hat{\alpha}_2^{-1} \hat{\alpha}_2.
\]

\( (27) \)

Now, using Eqs. (11) and (12) it is easy to show that

\[
\hat{\alpha}_2^{-1} \hat{\alpha}_2 = V_2[\hat{\alpha}_2 - \hat{\alpha}_2^\dagger (\hat{L}_j^\dagger / V + ik_0^3/(6\pi \hat{I})) \hat{\alpha}_2].
\]

Introducing this relation into Eq. (27) and after several simple algebraic manipulations, we arrive at

\[
\text{Im}(\langle \mathbf{p}_2 \cdot \mathbf{E}_2^\dagger \rangle) = \epsilon_0 \text{Tr}(\mathbf{E}_{\text{exc,2}} \mathbf{E}_{\text{exc,2}}^\dagger) \hat{\chi}_2.
\]

\( (28) \)

where

\[
\hat{\chi}_i = \frac{1}{2i} (\hat{\alpha}_i - \hat{\alpha}_i^\dagger) - \frac{k_0^3}{6\pi} \hat{\alpha}_i^\dagger \hat{\alpha}_i.
\]

\( (29) \)

Notice that \( \hat{\chi}_i = \hat{\chi}_i^\dagger \).

Now, making use of Eq. (24), we obtain

\[
\text{Im}(\langle \mathbf{p}_2 \cdot \mathbf{E}_2^\dagger \rangle) = \frac{k_0^4}{\epsilon_0} \text{Tr}(\hat{C}_{\text{21}} \mathbf{p}_{p,1}^\dagger \mathbf{p}_{p,1}^\dagger \hat{C}_{\text{21}}^\dagger \hat{\chi}_2). \]

\( (30) \)

The statistical average appearing in the previous equation can be determined with the help of the fluctuation-dissipation theorem (FDT), which in its most general form reads \([32,33,34]\)

\[
\langle \mathbf{p}_{p,1}(\omega) \mathbf{p}_{p,1}^\dagger(\omega^\prime) \rangle = \hbar \epsilon_0 2\pi \delta(\omega - \omega^\prime)[1 + 2n_B(\omega, T_1)] \hat{\chi}_1.
\]

\( (31) \)

where \( n_B(\omega, T) = \exp(\hbar \omega / k_B T) - 1 \)^{-1} is the Bose function. Several remarks are pertinent at this stage. First, notice that the FDT of Eq. (31) involves \( \hat{\chi}_1 \), which contains two terms; see Eq. (29). The first one is the standard contribution, while the second one is related to the radiative correction and its contribution avoids the violation of the optical theorem \([65]\). The origin of this term has been nicely explained by Messina et al. \([66]\), and the result above is a generalization of their arguments to the MO case. On the other hand, notice that in the first term in the expression of \( \hat{\chi} \) the combination \( (\hat{\alpha} - \hat{\alpha}^\dagger)/2i \) appears, which for MO systems differs from \( \text{Im}(\hat{\alpha}) \). This latter combination was used in the work of Ref. \([67]\) for the description of radiative heat transfer between anisotropic particles and therefore that formulation is not valid for MO systems, as was assumed in the work on the photon thermal Hall effect of Ref. \([55]\).

Now, we can combine Eqs. (31), (30), and (19) to write the power dissipated in dipole 2 due to the emission from dipole 1 as follows:

\[
P_{1\rightarrow 2} = 2 \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega [1 + 2n_B(\omega, T_2)] k_0^4 \text{Tr}(\hat{C}_{\text{21}} \hat{\chi}_1 \hat{C}_{\text{21}}^\dagger \hat{\chi}_2).
\]

\( (32) \)

Following the same line of reasoning, one can show that the power absorbed by particle 1 due to the emission of particle 2 is given by

\[
P_{2\rightarrow 1} = 2 \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega [1 + 2n_B(\omega, T_2)] k_0^4 \text{Tr}(\hat{C}_{\text{21}} \hat{\chi}_1 \hat{C}_{\text{12}}^\dagger \hat{\chi}_1).
\]

\( (33) \)

where \( \hat{C}_{12} \) can be obtained from \( \hat{C}_{21} \) by interchanging the indexes 1 and 2.

It is straightforward to show that

\[
\text{Tr}(\hat{C}_{21} \hat{\chi}_1 \hat{C}_{21}^\dagger) = \text{Tr}(\hat{C}_{12} \hat{\chi}_1 \hat{C}_{12}^\dagger).
\]

\( (34) \)

Thus, the net power exchange, \( P_{\text{net}} = P_{1\rightarrow 2} - P_{2\rightarrow 1} \), between the two particles is given by the Landauer-like formula

\[
P_{\text{net}} = \int_0^\infty \frac{d\omega}{2\pi} [\Theta(\omega, T_1) - \Theta(\omega, T_2)] T(\omega),
\]

\( (35) \)

where \( \Theta(\omega, T) = \hbar \omega n_B(\omega, T) \) and \( T(\omega) \) is the frequency-dependent transmission function given by

\[
T(\omega) = 4k_0^4 \text{Tr}(\hat{C}_{21} \hat{\chi}_1 \hat{C}_{21}^\dagger) \hat{\chi}_2.
\]

\( (36) \)

We emphasize that this result differs from that reported in Refs. \([67]\) and \([55]\) and it only coincides with those results for non-MO particles. It is also important to remark that in the case of isotropic particles, it reduces to the result reported in the literature in which radiative corrections have been taken into account \([65,66]\).

\section{IV. Generalized TDDA: Radiative Heat Transfer Between Two Arbitrary Magneto-Optical Bodies}

In this section we present our generalized TDDA for the description of the radiative heat transfer between MO objects of arbitrary shape and for arbitrary separations. In particular, we focus here on the case of two finite objects assumed to be at fixed temperatures \( T_1 \) and \( T_2 \) and do not consider the interaction with any thermal bath.

In the spirit of the DDA, we assume that these two bodies are described by a collection of \( N_1 \) (body 1) and \( N_2 \) (body 2) electrical point dipoles. Each dipole is characterized by a volume \( V_{i,b} \) and a polarizability tensor \( \hat{\alpha}_{i,b} \), where \( b = 1,2 \) indicates to which body the dipole belongs and \( i = 1, \ldots, N_1 \) if \( b = 1 \) and \( i = 1, \ldots, N_2 \) if \( b = 2 \). The information about the individual dipole moments and the internal electrical field can be grouped into column supervectors (denoted with a bar) as follows:

\[
\bar{\mathbf{P}} = \left( \begin{array}{c} \mathbf{P}_1 \\ \mathbf{P}_2 \end{array} \right), \quad \bar{\mathbf{E}} = \left( \begin{array}{c} \mathbf{E}_1 \\ \mathbf{E}_2 \end{array} \right)
\]

\( (37) \)

The same notation will be used for the exciting and source electric fields.

The calculation of the net radiative power exchanged by arbitrary objects is a straightforward generalization of the calculation for two dipoles presented in the previous section and we shall follow the same strategy. Thus, we first compute...
the power absorbed by object 2 due to the thermal emission of object 1, $P_{1\rightarrow2}$, which is given by

$$ P_{1\rightarrow2} = \frac{d\mathbf{P}_2(t)}{dt} \cdot \mathbf{E}_2(t) $$

$$ = 2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{d\omega'}{2\pi} \text{Im}\{\langle \mathbf{P}_2(\omega) \cdot \mathbf{E}_2^*(\omega') \rangle e^{-i(\omega-\omega')t}\}. $$

(39)

Following the previous section, the goal is now to compute the exciting field $\mathbf{E}_{exc,2}$. For this purpose, we use Eq. (13), which can be rewritten in a more compact form using the notation above,

$$ \mathbf{E}_{exc} = \mathbf{E}_0 + k_0^2 \Delta G\tilde{a}\mathbf{E}_{exc}. $$

(40)

Here, $\Delta G = \tilde{G} - \text{diag}(G)$ with

$$ \tilde{G} = \begin{pmatrix} \tilde{G}_{11} & \tilde{G}_{12} \\ \tilde{G}_{21} & \tilde{G}_{22} \end{pmatrix} \text{ and } \tilde{a} = \begin{pmatrix} \tilde{a}_1 & 0 \\ 0 & \tilde{a}_2 \end{pmatrix}. $$

(41)

where $[\tilde{G}_{b,b'}]_{ij}$ is the vacuum dyadic Green tensor connecting dipole $i$ in body $b$ with dipole $j$ in body $b'$ and $\tilde{a}_b = \text{diag}(\tilde{a}_{1,b}, \ldots, \tilde{a}_{N_{b,b}})$ with $b = 1, 2$.

Solving now for $\mathbf{E}_{exc}$, we have

$$ \mathbf{E}_{exc} = \tilde{D}\mathbf{E}_0, $$

(42)

where

$$ \tilde{D} = \begin{pmatrix} 1 - k_0^2 \Delta G \tilde{a}_1 & 0 \\ -k_0^2 \Delta G \tilde{a}_2 & 1 - k_0^2 \Delta G \tilde{a}_2 \end{pmatrix}. $$

(43)

The source field $\mathbf{E}_0$, due to the emission of the fluctuating dipoles in body 1, $\mathbf{P}_{1,1}$, is given by

$$ \mathbf{E}_0 = \frac{k_0^2}{\epsilon_0} \Delta G \begin{pmatrix} \mathbf{P}_{1,1} & 0 \\ 0 & \mathbf{P}_{1,1} \end{pmatrix}, $$

(44)

Thus,

$$ \mathbf{E}_{exc,2} = \frac{k_0^2}{\epsilon_0} \tilde{D}_{22} \Delta G \mathbf{E}_{11} + \tilde{D}_{22} \Delta G \mathbf{E}_{21}. $$

(45)

From Eq. (43) it is easy to show that

$$ \tilde{D}_{22} = \begin{pmatrix} 1 - k_0^2 \Delta G \tilde{a}_1 \\ -k_0^2 \Delta G \tilde{a}_2 \end{pmatrix} \begin{pmatrix} \tilde{G}_{12} & \tilde{G}_{11} \\ \tilde{G}_{22} & \tilde{G}_{21} \end{pmatrix} \begin{pmatrix} 1 - k_0^2 \Delta G \tilde{a}_2 \\ -k_0^2 \Delta G \tilde{a}_1 \end{pmatrix}, $$

(46)

$$ \tilde{D}_{21} = k_0^2 \Delta G \tilde{a}_2 \begin{pmatrix} 1 - k_0^2 \Delta G \tilde{a}_1 \end{pmatrix}. $$

(47)

Therefore,

$$ \mathbf{E}_{exc,2} = \frac{k_0^2}{\epsilon_0} \tilde{C}_{21} \mathbf{P}_{1,1}, $$

(48)

where

$$ \tilde{C}_{21} = \tilde{D}_{22} \Delta G \tilde{a}_1 \begin{pmatrix} 1 - k_0^2 \Delta G \tilde{a}_2 \end{pmatrix}. $$

(49)

Now, we use Eqs. (14) and (15) to express the dipole moment $\mathbf{P}_2$ and the internal field $\mathbf{E}_2$ in terms of $\mathbf{E}_{exc,2}$ as

$$ \mathbf{P}_2 = \epsilon_0 \tilde{a}_2 \mathbf{E}_{exc,2} \text{ and } \mathbf{E}_2 = \tilde{\beta}_2 \tilde{a}_2 \mathbf{E}_{exc,2}, $$

(50)

where $\tilde{\beta}_2 = \text{diag}([\epsilon_0 V_{1,2}(\text{e}^{i\omega t - \hat{\omega}_t})]^{-1}, \ldots, [\epsilon_0 V_{N_2,2}(\text{e}^{i\omega t - \hat{\omega}_t})]^{-1}].$

Following the same steps as in the previous section, it is straightforward to show that

$$ \langle \mathbf{P}_2 \cdot \mathbf{E}_2^* \rangle = \epsilon_0 \text{Tr}\{\mathbf{E}_{exc,2} \mathbf{E}_{exc,2}^*\} \tilde{\beta}_2 $$

$$ = \epsilon_0 \text{Tr}\{\tilde{C}_{21} \mathbf{P}_{1,1} \mathbf{P}_{1,1}^* \tilde{C}_{21}^* \}, $$

(51)

where $\tilde{\beta}_b = \text{diag}(\tilde{\chi}_{1,b}, \ldots, \tilde{\chi}_{N_b,b})$ with $b = 1, 2$. Let us recall that $\tilde{\chi}_{b,b}$ is given by Eq. (29). Again, the statistical average appearing in the previous equation can be computed with the FDT, which now reads

$$ \langle \mathbf{P}_{1,1} \mathbf{P}_{1,1}^* \rangle = \hbar \epsilon_0 \text{Tr}\{\mathbf{E}_{exc,2} \mathbf{E}_{exc,2}^*\} \tilde{\beta}_1. $$

(52)

Now, we can combine the last two equations to write the power dissipated in body 2 due to the emission from body 1 as follows:

$$ P_{1\rightarrow2} = \frac{2}{\sin} \text{Tr}\{\mathbf{C}_{12} \mathbf{P}_{1,1} \mathbf{P}_{1,1}^* \tilde{C}_{21} \}, $$

(53)

Analogously, one can show that the power absorbed by body 1 due to the emission of body 2 is given by

$$ P_{2\rightarrow1} = \frac{2}{\sin} \text{Tr}\{\mathbf{C}_{21} \mathbf{P}_{1,1} \mathbf{P}_{1,1}^* \tilde{C}_{12} \}, $$

(54)

where $\mathbf{C}_{12}$ can be obtained from $\mathbf{C}_{21}$ by interchanging the indexes 1 and 2.

On the other hand, it can be shown that

$$ \text{Tr}\{\tilde{C}_{21} \mathbf{P}_{1,1} \mathbf{P}_{1,1}^* \tilde{C}_{21} \} = \text{Tr}\{\mathbf{C}_{12} \mathbf{P}_{1,1} \mathbf{P}_{1,1}^* \tilde{C}_{12} \}. $$

(55)

Thus, the net power exchange, $P_{net} = P_{1\rightarrow2} - P_{2\rightarrow1}$, between the two bodies is given by the Landauer-like formula

$$ P_{net} = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \text{Tr}\{\mathbf{E}_{exc,2} \mathbf{E}_{exc,2}^* - \mathbf{E}_{exc,2} \mathbf{E}_{exc,2}^*\} \bar{T}(\omega), $$

(56)

let us recall that $\bar{T}(\omega) = \mathbf{E}_{exc,2} \mathbf{E}_{exc,2}^* / \hbar$. Therefore, $T(\omega)$ is the transmission function given by

$$ T(\omega) = 4k_0^4 \text{Tr}\{\mathbf{C}_{21} \mathbf{C}_{21}^* \mathbf{C}_{12} \mathbf{C}_{12}^* \}, $$

(57)

Equations (56) and (57) are our central result for the description of the radiative heat transfer between anisotropic objects of arbitrary shape, which is valid in particular for MO systems. Obviously, the result summarized in these equations reduces to that of Eqs. (35) and (36) for the case of two dipoles. The result of Eqs. (56) and (57) is valid for arbitrary separations between the two bodies, i.e., it includes both the near-field and the far-field contributions. In the far field, the formula can be simplified by neglecting the multiple scattering between the two bodies. This can be done by approximating the matrix $\mathbf{C}_{21}$ by

$$ \mathbf{C}_{21} \approx \begin{pmatrix} 1 - k_0^2 \Delta G \tilde{a}_2 \end{pmatrix} \begin{pmatrix} 1 - k_0^2 \Delta G \tilde{a}_1 \end{pmatrix}. $$

(58)

Let us conclude this section by saying that our derivation of the result for the radiative heat transfer between two finite objects is based on an intuitive division of the problem into two subproblems in which one object is assumed to be the emitter and the other the receiver, and in each subproblem the receiver is assumed to not radiate. This is indeed the strategy
followed by Polder and Van Hove in their seminal paper in which they computed the radiative heat transfer between two parallel plates [2]. Anyway, one might wonder if this ad hoc derivation is fully justified in the problem addressed in this section. To demonstrate that this is indeed the case, we present in Appendix B an alternative derivation of the central result of this section starting from a different point of view in which both objects radiate “simultaneously” and the net exchanged power is directly calculated. This alternative derivation detailed in Appendix B confirms the validity of the central result of this section summarized in Eqs. (56) and (57).

V. THERMAL EMISSION OF FINITE OBJECT

The thermal emission of a finite object is another important issue that can be described with the help TDDA. The goal of this section, and the next one, is to address this issue. We divide our discussion of the formulation of thermal radiation within TDDA into two parts. The first one is addressed in this section, where we present a convenient way to compute the total radiation power emitted by a finite object. The analysis of the angular and polarization dependence of the thermal emission will be carried out in the next section, where, in particular, we generalize Kirchhoff’s law of thermal radiation to the case of MO objects of arbitrary size and shape.

The problem we want to address in this section is the calculation of the total radiation power emitted by a finite body at temperature $T$. In this case, we model this body as a collection of $N$ point dipoles that interact with the electric field of a thermal bath at temperature $T$. The total power emitted by the body, $P_{em}$, must be equal to the total power absorbed from the bath when they are at the same temperature. Thus, we can follow the previous section and write the emitted power as

$$P_{em} = \frac{d\bar{P}(t)}{dt} \cdot \bar{E}(t)$$

$$= 2 \int_0^\infty d\omega \omega^2 \pi \int_{-\infty}^\infty d\omega' \text{Im}(\bar{P}(\omega) \cdot \bar{E}^* (\omega')) e^{-i(\omega - \omega')r},$$

where we are using the same type of notation as in the previous section, i.e.,

$$\bar{P} = \begin{pmatrix} p_1 \\ \vdots \\ p_N \end{pmatrix} \quad \bar{E} = \begin{pmatrix} E_1 \\ \vdots \\ E_N \end{pmatrix}.$$

In this problem, the source field is the field of the bath, i.e., $\bar{E}_0 = \bar{E}_B$, where we have used the notation of previous equation. Thus, the exciting field $\bar{E}_{exc}$ is simply given by

$$\bar{E}_{exc} = \bar{D} \bar{E}_B,$$

where $\bar{D} = \begin{bmatrix} 1 - k_0^2 & \Delta \hat{G} \hat{\alpha} \\ \hat{\alpha} & \text{diag}(\hat{\alpha}) \end{bmatrix}^{-1}$. Here, $\Delta \hat{G} = \hat{G} - \text{diag}(\hat{G})$, where $[\hat{G}]_{ij}$ is the vacuum dyadic Green tensor connecting dipole $i$ with dipole $j$ inside the body and $\hat{\alpha} = \begin{bmatrix} \hat{\alpha}_1 \\ \vdots \\ \hat{\alpha}_N \end{bmatrix}$.

As in the previous section, it is straightforward to show that

$$\langle \bar{P} \cdot \bar{E}^* \rangle = \epsilon_0 \text{Tr}(\bar{E}_{exc} \bar{E}_{exc}^\dagger \hat{\chi})$$

$$= \epsilon_0 \text{Tr}(\bar{D} \bar{E}_B \bar{E}_B^\dagger \hat{\chi}),$$

where $\hat{\chi} = \begin{bmatrix} \hat{\chi}_1 & \cdots & \hat{\chi}_N \end{bmatrix}$. Now, to compute the statistical average appearing in the previous equation, we make use of the FDT theorem for the field correlations of the bath, which reads [66]

$$\langle \bar{E}_B(\omega) \bar{E}_B^\dagger(\omega') \rangle = \frac{\hbar k_0^2}{\epsilon_0} 2\pi \delta(\omega - \omega') [1 + 2n_b(\omega, T)] \text{Im}[\hat{G}].$$

(63)

Now, we can combine the last two equations to write the emitted power as follows [68]:

$$P_{em} = 8\pi^2 \int_0^\infty d\omega \text{Im} \langle \bar{D} \text{Im}[\hat{G}] \bar{D}^\dagger \hat{\chi} \rangle,$$

where

$$\text{Im}[\bar{D} \text{Im}[\hat{G}] \bar{D}^\dagger \hat{\chi}] = \frac{\omega^2}{4\pi^2 \epsilon^2} \frac{\hbar \omega}{\hbar \omega/k_0 T - 1},$$

(65)

is the Planck distribution function. In the previous equation one can identify

$$\mathcal{E}(\omega) = 2\pi \text{Tr}[\bar{D} \text{Im}[\hat{G}] \bar{D}^\dagger \hat{\chi}]$$

(66)

as a quantity that, when divided by the geometrical cross section of the body, plays the role of an effective angular-averaged frequency-dependent emissivity. In the case of a single dipole, $\mathcal{E}(\omega) = (1/3)k_0 \text{Tr}[\hat{\chi}]$, which for a spherical, optically isotropic dipole ($\hat{\chi} = \hat{1}$) reduces to $\mathcal{E}(\omega) = k_0 \mathcal{E} = k_0 \text{Im}[\alpha] - k_0^2 |\alpha|^2 / (6\pi)$, where $\alpha$ is given by Eq. (16). As we show below, the quantity $k_0 \mathcal{E}$ is simply the absorption cross section of this isotropic dipole.

VI. KIRCHHOFF LAW OF THERMAL RADIATION OF MAGNETO-OPTICAL OBJECTS

Another fundamental question that we want to address in this work is the validity of Kirchhoff’s law for finite MO objects. This thermal radiation law states that the emissivity is equal to the absorptivity. This law is a textbook result for the case of extended systems, but its proof for finite objects has also been reported for both isothermal bodies [31] and nonisothermal ones [69]. However, these proofs are restricted to reciprocal objects, i.e., objects with symmetric permittivity tensors, and our goal is to extend the analysis of the validity of this law to the case of MO (nonreciprocal) objects.

In its most general form, Kirchhoff’s law involves the thermal emission in a given direction and for a given polarization. Thus, our first task is to find a proper expression for the polarization-dependent directional emissivity. For this purpose, it is convenient to write the total emitted power in a way different than above, i.e., in terms of Poynting’s vector as

$$P_{em} = \int_A \langle \bar{S}(r, t) \cdot \hat{r} \rangle \cdot dA,$$

(67)

which describes the integrated flux across a differential section $dA = R^2 \sin \theta d\theta d\phi$ perpendicular to a radial unit vector $\hat{r} = \bar{R}/R$, performed over a sphere of radius $R$ enclosing the emitting object. Since this quantity does not depend on the actual choice of $R$, for convenience, we will evaluate Poynting’s vector in the far field.

Now, we need to compute the statistical average of Poynting’s vector resulting from the thermal emission of an arbitrary body, i.e., $\langle \bar{S}(r, t) \rangle = \langle \bar{E}(r, t) \times \bar{H}(r, t) \rangle$, where $\bar{r}$ is
In the spirit of the TDDA, we assume that our body is made of point dipoles located at positions \( \mathbf{r}_i \), where \( \mathbf{r}_i = (\mathbf{r}(t_i), \omega) \). Using the notation of previous sections, the electric field \( \mathbf{E}(r, t) \) is given by

\[
\mathbf{E}(r, t) = \sum \mathbf{E}_i(t) \mathbf{e}_i, \quad \mathbf{E}_i(t) = \mathbf{e}_i \mathbf{p}(t). 
\]

As usual, \( \mathbf{E}_i(t) \) is the source field that originates from the fluctuating dipoles inside the body and is given by

\[
\mathbf{E}_{exc}(r, t) = \sum \mathbf{E}_{i, exc}(r, t) \mathbf{e}_i, \quad \mathbf{E}_{i, exc}(r, t) = \mathbf{e}_i \mathbf{p}_{exc}(t). 
\]

Anticipating that the FDT theorem will introduce a function of the type \( \mathbf{E}(r, \omega, t) = \mathbf{E}(r, \omega, t) \), we shall focus on the calculation of the response \( R(t, \omega, \mathbf{r}) \) of our body to a plane polarized field \( \mathbf{E}(r, \omega, t) \), and we shall not write explicitly the extra dependence on \( \omega \). Using the notation of previous sections, the electric field \( \mathbf{E}(r, t) \) can be written as

\[
\mathbf{E}(r, t) = \sum \mathbf{E}_{i, exc}(r, t) \mathbf{e}_i, \quad \mathbf{E}_{i, exc}(r, t) = \mathbf{e}_i \mathbf{p}_{exc}(t). 
\]

Now, we can make use of the FDT to write

\[
\mathbf{E}_i(t) = \mathbf{e}_i \mathbf{p}_i(t). 
\]

Taking into account the standard definition of the total emitted power of \( \mathbf{p}_i(t) \), we can write

\[
\mathbf{E}(r, t) = \sum \mathbf{E}_{i, exc}(r, t) \mathbf{e}_i, \quad \mathbf{E}_{i, exc}(r, t) = \mathbf{e}_i \mathbf{p}_{exc}(t). 
\]

\[
\mathbf{p}_i(t) = \mathbf{p}_i^0(t) + \mathbf{p}_i^1(t), 
\]

where \( \mathbf{p}_i^0(t) \) is the source field and \( \mathbf{p}_i^1(t) \) is the fluctuating field.

\[
\mathbf{E}_i(t) = \mathbf{e}_i \mathbf{p}_i(t) = \mathbf{e}_i \mathbf{p}_i^0(t) + \mathbf{e}_i \mathbf{p}_i^1(t). 
\]

The total dipole moments \( \mathbf{p}_i(t) \) can be obtained from the exciting field \( \mathbf{E}_i(t) \), where \( \mathbf{E}_i(t) \) is the source field that originates from the fluctuating dipoles inside the body and is given by

\[
\mathbf{E}_{exc}(r, t) = \sum \mathbf{E}_{i, exc}(r, t) \mathbf{e}_i, \quad \mathbf{E}_{i, exc}(r, t) = \mathbf{e}_i \mathbf{p}_{exc}(t). 
\]

From which it is straightforward to show that the total field is given by

\[
\mathbf{E}(r, t) = \mathbf{E}_{exc}(r, t) + \mathbf{E}_i(t). 
\]

\[
\mathbf{E}_{exc}(r, t) = \mathbf{E}_{exc}(r, t) + \mathbf{E}_i(t). 
\]

\[
\mathbf{E}_i(t) = \mathbf{e}_i \mathbf{p}_i(t). 
\]

\[
\mathbf{p}_i(t) = \mathbf{p}_i^0(t) + \mathbf{p}_i^1(t). 
\]

\[
\mathbf{p}_i(t) = \mathbf{p}_i^0(t) + \mathbf{p}_i^1(t). 
\]

\[
\mathbf{p}_i(t) = \mathbf{p}_i^0(t) + \mathbf{p}_i^1(t). 
\]

\[
\mathbf{p}_i(t) = \mathbf{p}_i^0(t) + \mathbf{p}_i^1(t). 
\]
where
\[
\hat{E}_0 = \begin{pmatrix}
\epsilon_1(H_s) & -i\epsilon_2(H_s) & 0 \\
i\epsilon_2(H_s) & \epsilon_1(H_s) & 0 \\
0 & 0 & \epsilon_3
\end{pmatrix},
\]
(87)
is a linearly polarized plane wave \( \hat{E}_0 = E_0 \hat{e}_i \) impinging as \( \mathbf{k}_0 = -\hat{r} \).

A general demonstration of Kirchhoff’s law from Eqs. (84) and (86) is cumbersome. In what follows we will provide evidence of this fulfillment in the case of single dipoles whereas a numerical verification for finite objects will be provided in Sec. VII.

In the case of a single dipole we have that \( \hat{T}^{-1} = \frac{\sigma}{2} \) in Eq. (84) and \( \hat{D} = \frac{\sigma}{2} \) in Eq. (86). Then, using \( \mathbf{E}_0 = \mathbf{E}_0 \hat{e}_i \), the absorption cross section can be written as \( \sigma_{abs}(\omega) = k_0 \text{Tr}(\hat{\epsilon}^T \hat{\chi}) \). On the other hand, if we assume that the dipole is located at the origin of the spherical coordinate system, the Green tensor in far-field approximation is given by \( \hat{G} = \exp(i k_0 R)(1 - \hat{r} \otimes \hat{r})/(4\pi R) \) and Eq. (84) becomes
\[
\mathcal{E}_e(\mathbf{r}, \omega) = k_0 \text{Tr}(\hat{\epsilon}^T \hat{\chi})(1 - \hat{r} \otimes \hat{r})\hat{\epsilon} \hat{e}_i^T \chi \hat{e}_i^T \]
(88)

Finally, for an isotropic system this leads to the well-known \( \mathcal{E}(\omega) = \sigma_{abs}(\omega) \) Kirchhoff result.

VII. NUMERICAL RESULTS

In this section we present a series of results related to the different aspects of radiative heat transfer and thermal emission discussed in previous sections. Our goal is to illustrate the capabilities of the TDDA method put forward in this work, as well as to demonstrate its validity by comparing with established results in the literature. For these purposes, we shall consider below two materials. First, as an example of a non-MO material we choose SiO₂, which is a polar dielectric that has been amply studied in the context of NFRHT. We use the dielectric function of SiO₂ reported in Palik’s book [70]. As an example of a MO material we shall consider \( n \)-doped InSb, a polar semiconductor, that when subjected to an external magnetic field becomes MO. For the sake of concreteness, we shall assume that magnetic field is applied in the \( z \) direction, \( \mathbf{H} = H \mathbf{z} \). In this case, the permittivity tensor of InSb adopts the following form [71]:
\[
\hat{\epsilon}(H) = \begin{pmatrix}
\epsilon_1(H) & -i\epsilon_2(H) & 0 \\
i\epsilon_2(H) & \epsilon_1(H) & 0 \\
0 & 0 & \epsilon_3
\end{pmatrix},
\]
(89)
where
\[
\epsilon_1(H) = \epsilon_\infty \left(1 + \frac{\omega_p^2 - \omega_T^2}{\omega_p^2 - \omega^2 - i\Gamma \omega} + \frac{2\omega_p^2(\omega + i\gamma)}{\omega \left[\omega_p^2 - (\omega + i\gamma)^2\right]}\right),
\]
(90)
\[
\epsilon_2(H) = \frac{\epsilon_\infty \omega_p \omega_T}{\omega \left[\omega + i\gamma\right]^2 - \omega_p^2},
\]
\[
\epsilon_3 = \epsilon_\infty \left(1 + \frac{\omega_p^2 - \omega_T^2}{\omega_p^2 - \omega^2 - i\Gamma \omega} - \frac{2\omega_p^2(\omega + i\gamma)}{\omega \left[\omega_p^2 - (\omega + i\gamma)^2\right]}\right).
\]
Here, \( \epsilon_\infty \) is the high-frequency dielectric constant, \( \omega_p \) is the longitudinal optical phonon frequency, \( \omega_T \) is the transverse optical-phonon frequency, \( \omega^2_p = n e^2/(m^* \epsilon_\infty) \) defines the plasma frequency of free carriers of density \( n \) and effective mass \( m^* \). \( \Gamma \) is the phonon damping constant, and \( \gamma \) is the free-carrier damping constant. Finally, the magnetic field enters in these expressions via the cyclotron frequency \( \omega_c = eH/m^* \). Let us point out that in this case the magneto-optics is induced by the magnetic field, which modifies the diagonal elements of the permittivity tensor and introduces off-diagonal terms. There are two contributions to the diagonal components, namely, optical phonons and free carriers. These latter ones are responsible for the magneto-optics at finite magnetic field. Notice that we have neglected the contribution from intraband transitions because we are interested in thermal properties at room temperature, where this contribution does not play any role. In all calculations below, we consider the particular case taken from Ref. [71], where \( \epsilon_\infty = 15.7, \omega_p = 3.62 \times 10^13 \text{ rad/s}, \omega_T = 3.39 \times 10^13 \text{ rad/s}, \Gamma = 5.65 \times 10^11 \text{ rad/s}, \gamma = 3.39 \times 10^12 \text{ rad/s}, n = 1.07 \times 10^3 \text{ cm}^{-3}, m^* = 0.022, \) and \( \omega_c = 3.14 \times 10^13 \text{ rad/s} \). As a reference, let us say that with these parameters \( \omega_c = 8.02 \times 10^12 \text{ rad/s} \) for a field of 1 T.

The explicit form for the dielectric tensor given by Eq. (89) gives rise to a \( \hat{\chi} \), see Eq. (29), having the form
\[
\hat{\chi} = \begin{pmatrix}
\chi_{xx} & \chi_{xy} & 0 \\
-\chi_{xy} & \chi_{xx} & 0 \\
0 & 0 & \chi_{zz}
\end{pmatrix}.
\]
(91)

For simplicity, the results presented below are for homogeneous bodies, i.e., with a spatially constant permittivity tensor, and for constant temperatures inside the bodies. Moreover, all the results for finite systems were obtained by discretizing the objects in terms of cubes of equal size. The corresponding polarizability tensors of the cubes were computed with Eqs. (11) and (12) with \( L_n = (1/3) \), which in the case of isotropic materials reduce to Eq. (16). Unless stated otherwise, the calculations of the radiative thermal conductance, power emission, etc., were carried out at \( T = 300 \text{ K} \).

A. Radiative heat transfer

The issue that we want to address now is the description of the radiative heat transfer between two finite objects using the formalism detailed in Sec. IV. To test the validity of this formalism, we first consider the case of optically isotropic objects, a case that can be described with existing methods. Indeed, in this case our formalism basically reduces to the TDDA put forward in Ref. [48], which was thoroughly tested against the solution for two spheres [35]. In our case, and in order to avoid known problems related to the so-called shape error, an error due to the description of objects that cannot be exactly represented by cubical lattices [51,72], we consider here the heat transfer between two identical cubes of side \( L \). In Fig. 1 we show as solid lines the TDDA results for the spectral radiative thermal conductance (conductance per unit of energy) as a function of the photon energy for two SiO₂ cubes of side \( L = 0.5 \mu \text{m} \) and various separations ranging from 100 nm to 5 \( \mu \text{m} \). To check the validity of our TDDA approach, we compare our results with those obtained with the code SCUFF-EM [73,74], which are shown in Fig. 1 as open symbols. The SCUFF-EM solver implements the fluctuating-surface-current
depends on frequency. The framework of fluctuational electrodynamics in the local arbitrary shape and provides numerically exact results within the transfer between homogeneous, optically isotropic bodies of SiO2 cubes of side \( d \) at \( T = 300 \) K. The solid lines correspond to the results obtained with the TDDA approach with 6859 dipoles per cube, while the open symbols correspond to the results obtained with SCUFF-EM.

(FSC) formulation of the heat transfer problem put forward in Refs. [44] and [45] in combination with the boundary element method (BEM). The FSC-BEM combination used in SCUFF-EM enables the description of the radiative heat transfer between homogeneous, optically isotropic bodies of arbitrary shape and provides numerically exact results within the framework of fluctuational electrodynamics in the local approximation, i.e., assuming that the dielectric function only depends on frequency.

As can be seen in Fig. 1, our TDDA method is able to reproduce the exact results obtained with SCUFF-EM. Let us say that the TDDA results shown here were obtained modeling each cube with 6859 cubic dipoles (we briefly discuss the convergence of these results with the number of dipoles used in the simulations in Appendix A). It is worth stressing that it becomes progressively more demanding to converge the TDDA results upon reducing the gap between the cubes. Thus for instance, in this example the difference between the TDDA and the SCUFF-EM results for the total conductance (integrated over energy) is of 2.5% for a gap of \( d = 5 \) \( \mu m \), while it monotonically increases up to 6.2% for \( d = 100 \) nm. The physical reason for this behavior is the fact that the NFRHT in this case is dominated by surface phonon polaritons [75] that have a penetration depth comparable to the gap size [14]. This implies that the electric field inside the cubes varies on a length scale smaller than the gap and therefore, one needs an increasing number of dipoles to properly describe the radiative heat transfer as the gap diminishes. The important thing is that the error in the TDDA calculations can be systematically reduced by refining the dipole grid, which can be done by increasing the number of dipoles or using adaptive meshes. Let us stress that in this work we are not interested in presenting a detailed analysis of the convergence of our TDDA approach (since it would be strictly equivalent to that in Ref. [48]), but rather in establishing its fundamental validity.

We present another example of the comparison between the TDDA and the SCUFF-EM results for the spectral conductance for different values of \( \mu m \) and various gaps, \( d \), at \( T = 300 \) K. The solid lines correspond to the results computed with the TDDA approach with 6859 dipoles per cube, while the open symbols correspond to the results obtained with SCUFF-EM. The error in the TDDA calculations in the total conductance is of 3.1% for \( L = 0.5 \) \( \mu m \) and it increases monotonically up to 11.3% for \( L = 5 \) \( \mu m \).

As can be seen in Fig. 2, our TDDA method is able to reproduce the exact results obtained with SCUFF-EM. Let us say that the TDDA results shown here were obtained modeling each cube with 6859 cubic dipoles (we briefly discuss the convergence of these results with the number of dipoles used in the simulations in Appendix A). It is worth stressing that it becomes progressively more demanding to converge the TDDA results upon reducing the gap between the cubes. Thus for instance, in this example the difference between the TDDA and the SCUFF-EM results for the total conductance (integrated over energy) is of 2.5% for a gap of \( d = 5 \) \( \mu m \), while it monotonically increases up to 6.2% for \( d = 100 \) nm. The physical reason for this behavior is the fact that the NFRHT in this case is dominated by surface phonon polaritons [75] that have a penetration depth comparable to the gap size [14]. This implies that the electric field inside the cubes varies on a length scale smaller than the gap and therefore, one needs an increasing number of dipoles to properly describe the radiative heat transfer as the gap diminishes. The important thing is that the error in the TDDA calculations can be systematically reduced by refining the dipole grid, which can be done by increasing the number of dipoles or using adaptive meshes. Let us stress that in this work we are not interested in presenting a detailed analysis of the convergence of our TDDA approach (since it would be strictly equivalent to that in Ref. [48]), but rather in establishing its fundamental validity.

We present another example of the comparison between our TDDA results and those obtained with SCUFF-EM for the spectral conductance of two SiO2 cubes of varying size and gap \( d = 0.5 \) \( \mu m \) in Fig. 2. Again, we find a very good agreement between both types of results, which becomes progressively worse (for a fixed number of dipoles) as the side of the cube increases, as expected. More importantly, we always find that this agreement can be systematically improved by increasing the number of dipoles in our cubic lattices (for more details on the convergence of these results, see Appendix A). So in short, we conclude that our TDDA method produces the correct results for the radiative heat transfer provided that a sufficiently large number of dipoles is employed in the discretization of the objects.

We now proceed to illustrate our approach in the case of MO objects, which is outside of the scope of existent methods. For this purpose, we consider the radiative heat transfer between two identical InSb cubic particles of side \( L = 1 \) \( \mu m \) separated \( d = 500 \) nm using 4913 cubic dipoles for each particle. The results for the spectral conductance for different values of the external magnetic field \( H \) are shown in Fig. 3. In this case, the magnetic field is oriented as shown in the inset of this figure. As one can see, the spectral conductance in the absence of field \( (H = 0) \) is dominated by the contribution of two peaks that, as explained in Ref. [54], are due to the contribution of surface plasmon polaritons (low-energy peak) and surface phonon polaritons (high-energy peak). Notice that the magnetic field induces a splitting of the low-energy peak, while it introduces a new peak at high energies that appears at the cyclotron frequency and therefore its position is blueshifted linearly with the external field. This behavior is very similar to what it was found in Ref. [54] for the case of two semi-infinite InSb plates. These results will be discussed in more detail in a forthcoming publication and we show them here just to illustrate the capabilities of our TDDA method.

To conclude this subsection, we want to illustrate the validity of the far-field approximation of Eq. (58). For this purpose,
FIG. 3. Spectral conductance as a function of the energy for InSb cubes with a cube side of 1 \( \mu \)m separated by a gap of 500 nm, at \( T = 300 \) K, and for various values of the magnetic field \( H \) applied along the \( z \) direction. The inset shows the discretization geometry, where the number of dipoles per cube is 4913 (each one has an edge of 59 nm).

we show in Fig. 4 a comparison between the exact results and the far-field approximation for the room-temperature spectral conductance for two identical cubes of SiO\(_2\) of various sizes separated a distance of 20 \( \mu \)m, which is larger than the thermal wavelength. The results were computed with 2197 dipoles in each cube, which was sufficient to converge the results with an accuracy of better than 1%. As is clear from Fig. 4, the approximation of Eq. (58) accurately reproduces the exact results.

### B. Total thermal emission

In this subsection we want to discuss the total thermal emission of a finite object. To test the validity of the formalism described in Sec. V we first consider the total thermal emission of a sphere of a non-MO material. A well-known result, derived by Kattawar and Eisner [76], is that the emissivity of a non-MO sphere of arbitrary radius obtained within fluctuational electrodynamics is equal to the corresponding absorption efficiency, i.e., to the absorption cross section normalized by the geometrical cross section. Let us recall that we demonstrated this result in Sec. V for the case of a single spherical dipole. Since the absorption efficiency can be computed exactly with the help of Mie theory [77], the result of Kattawar and Eisner provides a very stringent test for our theory of thermal emission. We have computed both the emissivity and absorption efficiency using Eqs. (66) and (86), respectively, for spheres of different sizes and materials and in all cases we have found that they are indeed identical. In Fig. 5 we show the TDDA results for the total emissivity of a SiO\(_2\) sphere for different radii (solid lines) as a function of the energy. Let us clarify that we are showing the quantity defined in Eq. (66) and normalized by the geometrical cross section to make it dimensionless. We also show the corresponding results for the absorption efficiency calculated with the exact Mie theory [77]. As one can see, there is a very good agreement between our TDDA results and the exact results, which demonstrates the validity of our formalism. Again, it is worth remarking that as one increases the size of the sphere, a larger number of dipoles is required to satisfactorily converge the results. To obtain the results of Fig. 5 we used about 12,000 dipoles, which is enough to reproduce the exact results for spheres of radius up to approximately 10 \( \mu \)m. In any case, it is important to emphasize there is no fundamental limitation to obtain the exact result within our TDDA approach, although the practical problem to converge the results may become in some cases very difficult to overcome.

For completeness, we show in Fig. 6 the total power emitted at room temperature by a sphere and a cube of SiO\(_2\) of varying size. The results are normalized by the corresponding results for a blackbody (Stefan-Boltzmann law). As one can see, for small spheres and cubes the emitted power is proportional to the volume of the finite objects. This is a well-known result of a sphere of a non-MO material.
Notice also that in both cases (spheres and cubes), when the area of the object significantly contributes to the thermal emission, becomes larger than the skin depth and then only the surface area of the object, which reflects the fact that the size as the size increases, the emitted power becomes proportional to the whole object contributes to the thermal emission. However, the skin depth of this material at the relevant wavelengths is larger than is due to a magnetic field pointing along the direction since that in this regime the skin depth is given by \( k_0 [2 \chi_{xx} - (\chi_{xx} - \chi_{zz}) \sin^2 \theta] \) that, as expected, does not depend on the choice of \( \zeta \).

Since the direction of the external magnetic field imposes a preferential direction, it is convenient to choose two values of \( \zeta \) so that one polarization vector has no component along the direction of the external magnetic field, \( \zeta = \pi/2 \) rad (let us call it \( s \)), while the other is collinear with the magnetic field, \( \zeta = \pi/2 \) rad (let us call it \( s \)). It is straightforward to see that \( E_s(\omega) = k_0 \chi_{xx} \), i.e., independent of any incidence angle \( \theta \) or \( \phi \), while \( E_\perp(\omega) = k_0 [\chi_{xx} - (\chi_{xx} - \chi_{zz}) \sin^2 \theta] \) that, as expected, does not depend on the choice of \( \zeta \).

The goal of this subsection is to illustrate the validity of Kirchhoff’s law for a body of finite size, we consider a homogeneous InSb sphere of radius \( R = 0.5 \) \( \mu \)m, using discretization unit cubes with an edge of \( R/7 = 71 \) nm (~\( 2550 \) discretization elements). In Fig. 8(a) we present spectra of the polarized emissivity and of the absorption cross section for a direction defined by \( \theta = \phi = 0 \) rad and polarization angle by \( \zeta = \pi/4 \) rad. Two values of magnetic field, \( H = 0 \) T and \( H = 5 \) T, are shown. For both cases \( E_\perp(z, \theta, \omega) \) and \( \sigma_{abs} \) (for the same angles and polarization) are identical.

In order to analyze the same system as a function of the geometrical angles, we verify the \( \sin^2 \zeta \) dependence obtained for a single dipole in Eq. (92). This is clearly visible in Fig. 8(b), where we plot \( E_s \) and \( \sigma_{abs} \) for \( \theta = \frac{\pi}{2} \) rad and \( \phi = \frac{\pi}{4} \) rad and \( \omega = 0.037 \) eV, as a function of \( \zeta \) for an applied field of \( H = 5 \) T normalized to its value at \( H = 0 \) T (let us point out that, since the geometry is fully isotropic, for \( H = 0 \) T it happens that \( \chi_{xx} = \chi_{zz} \) and thus emissivity and absorption cross section are polarization insensitive).

The next step in the verification is to compare the angular profile of the emissivity and of the absorption cross section for fixed polarizations. As it can be understood from Eq. (92), the most interesting choice is the \( s \) polarization (\( \zeta = \pi/2 \) rad). In Fig. 8(c), we present a color map of \( E_s(\omega) \) and \( \sigma_{abs} \) (for the same polarization) for \( H = 5 \) T normalized to \( H = 0 \) T, as a function of \( \phi \) and \( \theta \) showing that they are independent of \( \phi \) and that the dependence on \( \theta \) is of the form of \( \sin^2 \theta \), as evidenced by the associated polar plot. The same plot, but for \( p \) polarization, is presented in Fig. 8(d) demonstrating...
FIG. 8. Example of validity of Kirchhoff’s law for an InSb sphere of radius $R = 0.5 \mu m$ at $T = 300$ K under the action of magnetic field of $H = 5$ T. (a) Comparison of the spectra of $E_e(\hat{r},\omega)$ and $\sigma_{abs}$ for $\theta = \phi = \zeta = \pi/4$ rad at $H = 0$ T and $H = 5$ T. (b) Dependence of $E_e(\hat{r},\omega)$ and $\sigma_{abs}$ on the angle of polarization $\zeta$ for $\hbar\omega = 0.037$ eV for $H = 5$ T. The inset depicts the discretization of the sphere employed for these calculations. (c) Angular distribution and polar plot of $E_e(\hat{r},\omega)$ and $\sigma_{abs}$ for the $s$ polarization ($\zeta = \pi/2$ rad) for $\hbar\omega = 0.037$ eV and $H = 5$ T, normalized to the result for $H = 0$ T. (d) The same as in panel (c) but for the $p$ polarization ($\zeta = 0$ rad). Notice that in panel (c) the independence on $\phi$ and the $\sin^2\theta$ dependence are clearly demonstrated, while in (d) the angular independence for $p$ polarization is quite apparent.

that for this configuration and polarization, the emissivity and absorption cross section is isotropic, within a numerical error smaller than 2%.

Let us conclude this subsection by saying that we have analyzed the polarization-dependent, directional emissivity and the corresponding absorption cross section for different sizes and shapes of InSb particles under a magnetic field finding that in all cases these two quantities are identical.

VIII. ADDITIONAL REMARKS AND CONCLUSIONS

In this work we have focused on the description of the thermal radiation and radiative heat transfer of homogeneous objects with constant temperatures. However, all the basic formulas derived in this work are directly applicable to the case of inhomogeneous objects, with spatially dependent dielectric functions, and they can be straightforwardly generalized to consider the case of arbitrary temperature profiles in the interior of the objects. On the other hand, the TDDA method presented here can easily be generalized in a number of additional ways to treat, for instance, the radiative heat transfer between surfaces and finite objects [49] or between periodic systems [78].

With respect to the improvement of the efficiency and accuracy of the TDDA method presented here, there are a number of obvious improvements that one can implement without the need to modify the formulation detailed in this work. Thus, for instance, one can employ adaptive dipole lattices to better describe the nonuniform field profiles inside the objects [48], one can discretize the objects in terms of noncubic dipoles with shapes better adapted to the geometries of the objects under study [79], or one can use a DDA formulation based on the integration of the Green’s tensor (IGT) in the spirit of Ref. [80], rather than on the standard point-dipole interaction, as done in this work.

In summary, we have presented in this work a formulation of the TDDA approach to describe the radiative heat between finite objects of arbitrary size and shape. This formulation allows us to describe the radiative heat transfer between MO objects and, more generally, between optically anisotropic objects with arbitrary permittivity tensors. We have shown how this TDDA approach can also be used to describe the thermal emission of a finite object. Moreover, we have provided very compact and transparent formulas for different physical quantities that can be directly employed in generalizations of the method presented here. In particular, we have corrected the existent formulas for the radiative heat transfer between nonreciprocal dipoles, which can be used to analyze different many-body effects in ensembles of MO particles. On the other hand, we have used our TDDA approach to demonstrate
Kirchhoff’s law relating the emission and absorption of nonreciprocal objects. Our work opens the way for the rigorous description of different thermal radiation phenomena involving finite MO objects of arbitrary shape.
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APPENDIX A: CONVERGENCE ANALYSIS

In this Appendix we present a brief analysis of the convergence of the results shown in Sec. VII A. In Fig. 9 we show some convergence tests for the radiative heat transfer between two SiO₂ cubes of two different sizes. In this figure, together with the converged results obtained with SCUFF-EM, we show the TDDA results obtained with different number of dipoles (per cube). As one can see, upon increasing the number of dipoles, the TDDA results first converge rapidly to approximately the correct result, and then the convergence improves slowly, but monotonically, until a very satisfactory agreement with the SCUFF-EM results is achieved. Of course, as the size of the objects increases, the required number of dipoles increases accordingly and a proper convergence becomes much more demanding. The same occurs when the gap size is reduced (not shown here). In that case, the electric field inside the SiO₂ particles varies more rapidly in space due to the smaller penetration depth of the surface phonon polaritons that dominate the NFRHT in this polar dielectric [14]. All these qualitative conclusions on the convergence trends also apply to the case of MO objects, like that considered in Fig. 3. Let us conclude by reminding that a very thorough analysis of the convergence of TDDA for isotropic objects was reported in Ref. [48].

APPENDIX B: ALTERNATIVE DERIVATION EQ. (56)

For completeness, we provide here an alternative derivation of the central result of Eq. (56). For this purpose, we have made use of the formalism put forward by Messina et al. [66] for the description of heat transfer in systems of multiple dipoles (see also Ref. [81]). This formalism was developed to study many-body effects in the heat transfer between dipoles, but as we show below, it can be adapted in the TDDA spirit to describe the heat transfer between bodies of arbitrary size.

As in Sec. IV, we consider two bodies described by a collection of $N_1$ (body 1) and $N_2$ (body 2) electrical point dipoles. Again, each dipole has a volume $V_{i,b}$ and it is characterized by a polarizability tensor $\alpha_{i,b}$, where $b = 1, 2$. In this case, rather than separating the problem into two problems of the emission of one body and the absorption of the other, as we did in Sec. IV, we now consider that the fluctuating dipoles in both bodies are radiating at the same time. In this case, the total dipole moments can be grouped into column supervectors as follows:

$$\bar{\mathbf{p}} = \begin{pmatrix} \mathbf{p}_1 \\ \mathbf{p}_2 \end{pmatrix} = \bar{\mathbf{p}}_f + \mathbf{p}_{\text{ind}},$$

where there are two contributions to the total dipole moments, one coming from the fluctuating dipoles, $\bar{\mathbf{p}}_f$, and the other is an induced contribution arising from the interaction with the other dipoles. This second contribution is given by [66]

$$\mathbf{p}_{\text{ind}} = k_0 \tilde{\alpha} \Delta G \mathbf{p}.$$  

Here, the indexes $i$ and $j$ refer to dipoles in both bodies. From this equation it is easy to show that the total dipole moments are given by

$$\mathbf{p} = \mathbf{T}^{-1} \bar{\mathbf{p}}_f,$$

where $\mathbf{T} = \tilde{\mathbf{I}} - k_0^2 \tilde{\alpha} \Delta \tilde{G}$.  

Here, we have used the notation of Sec. IV.

FIG. 9. (a) Spectral conductance as a function of the energy for two SiO₂ cubes of side $L = 0.5 \mu$m and a gap size of 0.5 μm. The different lines correspond to the results computed with the TDDA approach with different number of dipoles per cube, as indicated in the legend. The open symbols correspond to the converged result obtained with SCUFF-EM. (b) The same as in panel (a), but for two SiO₂ cubes of side $L = 2 \mu$m.
Now the goal is to compute the net power balance in, let us say, body 2. This net power is given by

\[
P_{\text{net}} = \left\langle \frac{d\hat{P}_2(t)}{dt} \cdot \hat{E}_2(t) \right\rangle
\]

\[
= 2 \int_0^\infty \frac{d\omega}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \text{Im} \left( (\hat{P}_2(\omega) \cdot \hat{E}_2^*(\omega')) e^{-i(\omega-\omega')t} \right).
\]  

(B4)

The dipole moment \( \hat{P}_2 \) can be obtained from Eq. (B3):

\[
\hat{P}_2 = \hat{T}_{21}^{-1} \hat{P}_{1,1} + \hat{T}_{22}^{-1} \hat{P}_{1,2},
\]

(B5)

while \( \hat{E}_2 \) can be related to \( \hat{P}_2 \) via Eq. (15). Then, with the usual algebraic manipulations, one can show that

\[
\left\langle \hat{P}_2 \cdot \hat{E}_2^* \right\rangle = \frac{1}{\epsilon_0} \text{Tr} \left\{ \hat{G}_2^{-1} \hat{T}_{22}^{-1} \hat{P}_{1,2} \right\} \hat{G}_2^{-1} \hat{E}_2^* = 0
\]

(B6)

which with the help of the FDT theorem leads to

\[
P_{\text{net}} = 2 \int_0^\infty \frac{d\omega}{2\pi} \hat{n}(\omega) \times \left\{ 1 + 2n_B(\omega, T_1) \text{Tr} \left\{ \hat{G}_2^{-1} \hat{T}_{22}^{-1} \hat{G}_2^{-1} \hat{E}_2^* \right\} + 1 + 2n_B(\omega, T_2) \text{Tr} \left\{ \hat{G}_2^{-1} \hat{T}_{22}^{-1} \hat{G}_2^{-1} \hat{E}_2^* \right\} \right\}.
\]  

(B7)

In thermal equilibrium (\( T_1 = T_2 \)), \( P_2 \) should vanish. Therefore, the following relation must hold:

\[
\text{Tr} \left\{ \hat{G}_2^{-1} \hat{T}_{22}^{-1} \hat{G}_2^{-1} \hat{E}_2^* \right\} = 0.
\]

(B8)

Thus, \( P_2 \) can be rewritten as

\[
P_{\text{net}} = \int_0^\infty \frac{d\omega}{2\pi} \left[ \Theta(\omega, T_1) - \Theta(\omega, T_2) \right] T(\omega),
\]

(B9)

where

\[
T(\omega) = 4\text{Tr} \left\{ \hat{G}_2^{-1} \hat{T}_{22}^{-1} \hat{G}_2^{-1} \hat{E}_2^* \right\}.
\]

(B10)

Now, the remaining task is to show that the previous expression for the transmission reduces to Eq. (57). For this purpose, one can use Eq. (B3) to show that

\[
\hat{T}_{22}^{-1} = \left[ 1 - k_0^2 \hat{G}_2^{-1} \hat{G}_2^{-1} \hat{E}_2^* \right]^{-1} = \left[ 1 - k_0^2 \hat{G}_2^{-1} \hat{G}_2^{-1} \hat{E}_2^* \right]^{-1}.
\]

(B11)

\[
\hat{T}_{21}^{-1} = k_0^2 \hat{T}_{22}^{-1} \hat{G}_2^{-1} \hat{G}_2^{-1} \hat{E}_2^* = k_0^2 \hat{T}_{22}^{-1} \hat{G}_2^{-1} \hat{G}_2^{-1} \hat{E}_2^*.
\]

(B12)

From these equations it is straightforward to show that

\[
\hat{G}_2^{-1} \hat{T}_{22}^{-1} = \hat{D}_{22}^{-1},
\]

(B13)

\[
\hat{G}_2^{-1} \hat{T}_{21}^{-1} = k_0^2 \hat{G}_2^{-1}.
\]

(B14)

from which it is obvious that Eq. (B10) reduces to Eq. (57). This completes our alternative derivation of Eq. (56), which confirms the validity of our result.


