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Preface

In this preface we shall briefly describe the contents and structure of this thesis. This work is devoted to the theoretical analysis of the electronic transport in different mesoscopic systems in normal and superconducting state\(^2\), paying special attention to the analysis of metallic atomic-size contacts. The thesis is divided into two almost independent parts. In the first one we shall develop a theoretical description of the electronic transport in superconducting quantum point contacts (SQPCs)\(^3\). In the second part we shall concentrate in the microscopic analysis of the normal transport in metallic atomic-size contacts. Moreover, in this thesis we shall show the connection between the normal transport and the superconducting one in these atomic contacts. The rest of this preface is devoted to summarize the contents that can be found in both parts.

**PART I: Electronic transport in mesoscopic superconducting systems.**

- **Chapter 1: Transport in superconducting junctions: Introduction.**
  
  In this first chapter we shall introduce the topic of electronic transport in superconducting junctions. Firstly, we shall do a historical review of this topic, paying special attention to the problems that we shall analyze in this work. Secondly, we shall present our aims for the part I of the thesis and describe the experimental systems in which we are interested.

- **Chapter 2: Transport in superconducting quantum point contacts.**
  
  This chapter is devoted to the analysis of the electronic transport in a superconducting quantum point contact (SQPC) for arbitrary voltage, temperature and transmission. First, we shall describe our model for a single quantum channel contact based on a Hamiltonian approach in combination with nonequilibrium Green function techniques (section 2.2). In section 2.3 we shall explicitly show

\(^2\)We only study traditional superconductor, and we shall not consider high \(T_C\) superconductors.

\(^3\)These contacts consist of two superconducting electrodes connected by a constriction whose length is much smaller than the superconducting coherence length of the leads, and whose width is comparable to the Fermi wave length of the system electrons.
the equivalence between our Hamiltonian approach and the scattering formalism for the case of N-N and N-S single channel contacts. The main part of the chapter (section 2.4) is devoted to the analysis of a single channel SQPC, describing in detail the dc and ac Josephson effect: dc current, ac current components and small bias voltage limit. Finally, we shall show that there exists a quantitative agreement between our predictions and the experimental results obtained in superconducting atomic contacts (section 2.5).

- **Chapter 3: Shot noise in superconducting quantum point contacts.**
  In this chapter we shall study the zero-temperature current fluctuations or shot noise in SQPCs. After revising the N-N and N-S cases briefly, we shall show the novel results that our Hamiltonian approach provides for S-S contacts with arbitrary voltage and transmission (section 3.4). In particular, we shall show that in superconducting contacts one can observe the coherent transfer of multiple charges associated to multiple Andreev reflections.

- **Chapter 4: Resonant tunneling and Andreev reflections.**
  In this chapter we shall discuss how the superconducting transport is modified by the presence of a resonant transmission in the system. In particular, we shall analyze two situations: first, we shall study the current through metallic nanoparticles connected to superconducting leads in relation with recent experiments (section 4.3). Secondly, we shall analyze how the subharmonic structure evolves in presence of a resonant transmission (section 4.4). Finally, to conclude this chapter we shall comment something on future works and open problems related to the topics treated in the first part of the thesis.

**PART II: Electronic transport in atomic contacts**

- **Chapter 5: Electronic transport in atomic contacts: Introduction.**
  In this chapter we shall introduce the topic of the electrical current through metallic atomic-size contacts in normal state. After a brief historical review of this topic, we shall describe our aims for the second part of the thesis.

- **Chapter 6: Origin of the conducting channels.**
  In this chapter we shall analyze the microscopic origin of the conducting channels in atomic contacts. We shall make use of a Hamiltonian approach in terms of an atomic orbital basis, together with Green function techniques (section 6.2-3). We shall analyze contacts of different metals, covering a broad range of valences and orbital structures (section 6.4), and we shall show how conducting channels arise from the valence orbitals of the corresponding material. In special, we shall show how in an one-atom contact the number and
character of the conducting channels are controlled by the chemical nature of the central atom. Finally, we shall show experimental results which support our picture of the electronic transport in atomic contacts (section 6.5).

- **Chapter 7: Elastic evolution of conducting channels.**
  In this chapter we investigate both experimentally and theoretically the evolution of the conductance in metallic one-atom contacts under elastic deformation. While simple metals like Au exhibit almost constant conductance plateaus, Al and Pb show inclined plateaus with positive and negative slope (section 7.2). It is shown how these behaviors can be understood in terms of the orbital structure of the atoms forming the contact (section 7.3). This analysis provides further insight into the issue of conductance quantization in metallic contacts revealing important aspects of their atomic and electronic structure. We shall end the chapter with some comments about future works and open problems in relation to the topics treated in the second part of the thesis (section 7.5).

**APPENDICES**

- In order to make easy the reading of this work, in some occasions we explain the most technical details in different appendices. This is the case of appendices B, C and E. On the other hand, Appendix A contains a detailed description of the Keldysh formalism, a technique widely used throughout this thesis. Finally, Appendix D contains a proposal for the direct observation of the Andreev bound states in a Josephson junction by means of the application of microwave radiation to the contact.
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Part I

Electronic transport in superconducting mesoscopic contacts
Chapter 1

Transport in superconducting junctions: Introduction

1.1 Introduction

The superconductivity was discovered by Kamerlingh Onnes [1] in 1911. In the course of an investigation on the electrical resistance of various metals at liquid helium temperatures, he observed that the resistance of a sample of mercury dropped from 0.08 Ω at above 4 K to less than $3 \times 10^{-6}$ Ω at about 3 K. Thus, he arrived at the first characteristic property of a superconductor: its electrical resistance is zero below a certain critical temperature.

The superconductivity is a notable example of quantum effects operating in a truly macroscopic scale. In a superconducting material, below certain critical temperature, a finite fraction of the electrons are condensed in a “superfluid” which extends throughout the bulk system and is able to move as a whole. The surprising properties of a superconductors as the vanishing electrical resistance, the perfect diamagnetism (Meissner effect), etc, are related with the peculiar excitation spectrum of this fluid.

In 1957 Bardeen, Cooper y Schrieffer proposed the first microscopic theory of the superconductivity, which is known as BCS theory [2]. In this theory it is explained in an elegant way how the superfluid is formed with pairs of electrons which are bounded by the action of lattice polarization forces. The pairs overlap appreciably in space, and the strong correlations between pairs are responsible for the energy gap in the excitation spectrum of a superconductor, from which most of the properties of a superconductor follow as a consequence.

In this part of the thesis we shall concentrate in the analysis of the electronic transport in superconducting junctions. Since the beginning of this topic in the early sixties until nowadays, the knowledge of how the electrical current flows in
superconducting circuits has evolved greatly. At the present time the superconducting electronics is a relatively well-established branch of engineering [3, 4]. There already exist a great amount of applications of this new area of the electronics in themes like the information technology, radiofrequency technology, technology associated with electrical and magnetic measures of high precision or electromedicine.

The most important part of electronics is that related with the semiconductor technology, which has conditioned much our present way of life. What are the advantages of the superconducting electronics with respect to the well-established semiconductor electronics? First of all, once the electrical resistance disappears so do the parasitic heat losses which occur in the circuit resistances and connections of semiconductor devices. The frequency limitations of superconductor components are therefore quite exceptionally high. If they are used as sensors their sensitivity limits can be so low as to be set only by Heisenberg uncertainty principle.

On the other hand, superconductor electronics can utilize special effects which do not occur with semiconductors. In particular, most of the applications of the superconducting circuits are based on the Josephson effect, which is a macroscopic quantum phenomenon which takes place in superconducting junctions. The SQUID magnetic field sensors, have their operation based on the direct current Josephson effect. They make the quantization of the magnetic field macroscopically observable and technically utilizable. With the alternating current Josephson effect the quantization of the electromagnetic field energies in the form of photons becomes macroscopically observable. This effect is put to technical use in high precision d.c. voltage standard.

Electronics initiated many years ago a race toward the miniaturization of its different components. Nowadays we are attending to the first steps in the transition from the microelectronics to the definitive nanoelectronics. One of the main problems that one will have to face is that in devices of reduced dimensions the heat losses in the integrated circuits of semiconductors or normal conductors will be appreciable. In this case the superconducting electronics presents its main advantages.

On the other hand, in nanoelectronics there is a crucial aspect which provokes that the electrical current flow takes place in a different way with respect to traditional circuits. When one has a nanometric-size electronic device, the dimensions of the system are comparable to the Fermi wave length of the electrons in the system. Thus, it is obvious that quantum effects will appear in these devices. In these small systems it is possible that the electron maintains the phase coherence along the whole system and the current can be controlled by interference phenomena associated to the phase of the electron wave function. The physics of these quantum systems is known as Mesoscopic Physics [5, 6, 7, 8, 9], indicating that the system dimensions involved are somewhere in between the microscopic world of the atoms and the

---

1SQUID means superconducting quantum interference device.
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Macroscopic one. Finally, the mesoscopic superconductivity is the framework of the present work. In short, our aim is the theoretical analysis of the electronic transport through mesoscopic superconducting systems.

This chapter is devoted to an introduction on the electronic transport in superconducting contacts, and we also present the aims for the part I of the thesis. The rest of this chapter is divided into two main sections. In section 1.2 we shall do a brief historical review of this topic paying special attention to the problems and systems which will be analyzed in this work. In section 1.3 we explain our objectives for the part I of the thesis.

1.2 Historical review

1.2.1 Tunnel junctions

The study of the electrical current in superconducting junctions began in the early sixties, just after the appearance of the BCS theory [2]. The first systems experimentally investigated were the tunnel junctions. These systems consist of two metallic electrodes, which may be in superconducting state, separated by a thin insulator barrier (see Fig. 1.1). Such barrier has usually a thickness from 10 to 20 Å and it is typically made of an oxide of one of the metals. In these systems the current is due to the passage of electrons via tunnel effect through the potential barrier created by the insulator.

Giaever performed a pioneer experiment in 1960 [10] in which he analyzed an aluminum/aluminum oxide/lead tunnel junction at temperatures between 1.6 K and 4.2 K. At these temperatures Pb is superconducting and Al remains in normal state. The main conclusion of that work is summarized in Fig. 1.2 taken from the original article. This figure shows the ratio between the conductance when Pb is in superconducting state and the corresponding conductance when Pb is in normal state, as a function of bias voltage. In the case of a tunnel junction, where the electrodes are weakly coupled, this ratio is the ratio between the Pb density of states in superconducting state and the corresponding one in normal state [11, 12]. As can be observed in Fig. 1.2, this conductance ratio resembles the BCS density of states with a broadening of the singularity. Thus, Giaever showed the existence of a gap in superconductors and determined it quantitatively.

Some months after the Giaever pioneer work there appeared two new experiments in tunnel junctions analyzing the current in contacts with two superconducting electrodes [13, 14]. Again, the superconductor gap was reflected in the current-voltage (I-V) characteristics and the results were well described within the framework of BCS theory, what was one of the main confirmations of this theory. With the appearance in the following months of a great number of tunneling experiments between
superconductors [15, 16, 17], tunneling became a very valuable spectroscopy for investigating the electronic properties of these materials.

In 1962 B.D. Josephson predicted the possibility of new effects in the tunneling between superconductors [18]. In his famous paper Josephson predicted the two following effects which received his name:

1. **dc Josephson effect**: in a superconducting junction current can flow at zero voltage due to the phase difference between the superconducting electrodes. This current is due to the coherent tunneling of Cooper pairs through the junction. In short, a nondissipative current or supercurrent can flow through a superconducting contact.

2. **ac Josephson effect**: in a superconducting junction with a constant bias voltage $V$, apart from a dc current, there appears an alternating current which oscillates with a frequency $\omega_0 = 2eV/\hbar$, referred to as Josephson frequency and whose value is $483.6 \, MHz/\mu V$.

Let us pay attention to the quantitative description of these effects, as a reference for later discussions. Josephson calculated the tunnel current in a superconducting junctions making use of the transfer Hamiltonian introduced by Cohen et al. [12].
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Figure 1.2: Normalized conductance vs voltage in an Al-Pb tunnel junction at 1.6 K [10].

This Hamiltonian consists of three terms: the first two describe the uncoupled electrodes within the framework of BCS theory, and the third one couples states of the electrodes. To be precise, Josephson calculated the current up to first order in the coupling between electrodes, what in principle seems sufficient for the case of a tunnel junction \(^2\). The result of this microscopic calculation can be summarized in the following expression for the current:

\[
I(V, T, t) = I_0(V, T) + I_S(V, T) \sin \phi(t) + I_1(V, T) \cos \phi(t). \tag{1.1}
\]

This expression tells us that the current \(I\) flowing through the junction as a function of the voltage \(V\), temperature \(T\) and time \(t\) can be expressed as a sum of three terms. The first one, \(I_0\), is a time-independent term (dc current component) produced by the tunneling of quasiparticles, in the same way as in a normal contact. The other two terms oscillate with time with the superconducting phase difference between electrodes \(\phi\), which in the finite voltage case varies linearly as a function of time with the Josephson frequency: \(\phi(t) = \phi_0 + 2eVT/\hbar\). Thus, at finite voltage these two terms give rise to the ac Josephson effect, which we defined above. However,

\(^2\)As we shall see in Chapter 2, some results are nonperturbative in the coupling and even in the tunnel limit one has to consider the processes up to infinite order to obtain a correct description.
the nature of these two contributions is rather different. The term of \( I_S \) is due to the tunneling of Cooper pairs and is non-zero even at \( V = 0 \), giving rise to the dc Josephson effect. Thus, at \( V = 0 \) the supercurrent is given by \( I = I_C \sin \phi_0 \), where \( I_C \equiv I_S(0,T) \) is the critical current of the junctions, i.e. the maximum current that the junction can support without generating a voltage. The temperature dependence of \( I_C \) was calculated by Ambegaokar and Baratoff [19], and for a symmetric \(^3\) junction has the form

\[
I_C(T) = \frac{\pi \Delta(T)}{2eR_N} \tanh \left( \frac{\beta \Delta(T)}{2} \right),
\]

where \( \Delta(T) \) is the temperature-dependent superconducting gap, \( R_N \) is the resistance of the normal contact and \( \beta \) is the inverse of the temperature.

On the other hand, \( I_1 \) is a dissipative term which arises from the interference between quasiparticles and the condensate of Cooper pairs, and whose existence was doubted during a lot of time as we shall comment below.

Fig. 1.3 shows the amplitudes \((I_0, I_S, I_1)\) for the case of a symmetric junction at zero temperature, as obtained from the tunnel theory. As can be observed in this figure, the quasiparticle term, i.e. the dc current component, vanishes inside the gap, as one would expect naively. At \( V = 2\Delta \) this term jumps to a finite value given by \( I_0(\Delta = 2\Delta) = \pi \Delta/2eR_N \). On the other hand, the term \( I_S \) is finite at \( V = 0 \) with the value predicted by expression (1.2), and it shows a singularity at \( V = 2\Delta/\epsilon \) referred to as Riedel peak [20]. Finally, \( I_1 \) vanishes inside the gap and jumps to a finite and negative value at \( \epsilon V = 2\Delta \). For a detailed analysis of the tunnel I-V curves see Refs. [21, 22].

The new effects predicted by Josephson were quickly confirmed experimentally. Anderson and Rowell [23] observed for the first time a supercurrent. Later, the magnetic field dependence of the supercurrent predicted by Josephson [24], and its temperature dependence were also confirmed [25, 26]. The ac Josephson effect was also detected, in an indirect way by Shapiro [27], and in a direct way by Giaever [28] and Yanson et al. [29].

The intensive investigations of the tunnel junctions gave rise to the discovery of a great deal of new effects. Next, we shall describe two phenomena which will be analyzed in this thesis: the subharmonic gap structure and the \( \cos \phi \) problem.

**Subharmonic gap structure**

We shall explain in detail this phenomenon which is the core of this thesis and which has remained without a totally satisfactory explanation during the last thirty years.

---

\(^3\)We shall use the term symmetric junction to indicate that the junction is formed by two electrode of the same material.
Figure 1.3: Amplitudes of the tunnel current terms as a function of voltage at zero temperature for a symmetric junction (see Eq. (1.1)).

We do here our first approach to this phenomenon and we shall come back to it below.

If a tunnel junction, formed by two superconductors $S_1$ and $S_2$ separated by an insulator barrier $I$, is cooled below the critical temperatures of both superconductors, then the current which flows at a voltage $V \ll (\Delta_1 + \Delta_2)$, where $\Delta_i$ is the gap of $S_i$, should be very small in comparison with the one which flows at $V > \Delta_1 + \Delta_2$. For example, in Pb at 1 K the number of quasiparticles excited above the gap $\Delta$ (1.39 meV) is $\sim N_0 exp(-\Delta/kT) \sim 10^{-7} N_0$. The tunnel current in a Pb-I-Pb junction at 1 K for small voltages should be exclusively due to these excited quasiparticles. Thus, in such a junction at 1 K, the current ($I_{SS}$) for $V \ll 2\Delta$ should be $\sim 10^{-7}$ times the corresponding to the normal case ($I_{NN}$). In practice, currents much greater than this have been observed, typically from $10^{-5}$ to $I_{NN}/2$.

The first measurements of these excess currents for $eV < 2\Delta$ were done by Taylor and Burstein [30], and independently by Adkins [31]. They observed that in certain junctions of Sn-I-Sn and Pb-I-Pb the current increased abruptly at voltages $\Delta_{Sn}$ or $\Delta_{Pb}$. The size of this increase was $\sim 10^{-1}$ times that of $2\Delta_{Sn}$ or $2\Delta_{Pb}$ (see left panel
in Fig. 1.4). Later, Yanson et al. [32] and Marcus [33] observed that there were not only an abrupt increase at $eV = \Delta$, but also a series of jumps located at $eV = 2\Delta/n$ with $n$ integer (for a symmetric junction), as can be observed in Fig.1.4 (right panel). This series of current jumps is known as **subharmonic gap structure** due to its localization in voltages.

![Graph](image1)

**Figure 1.4:** First observations of the subharmonic gap structure. Left: I-V characteristics in a Pb-Pb tunnel junction [31]. Notice the structure at $eV = \Delta$, as well as its temperature dependence. Right: I-V characteristics in a Sn-SnO$_2$-Sn tunnel junction at T=1.61 K [32]. Notice the structure at voltages $eV = 2\Delta/n$ with integer $n$.

In the sixties two theories were developed to explain the subharmonic structure. The first one was presented by Schrieffer and Wilkins and is referred to as **multiparticle tunneling theory** (MPT) [34]. This theory was specially developed to explain the current step at $eV = \Delta$ in the experiments of Taylor and Burstein [30]. For this purpose they calculated the dc current up to second order in the coupling between electrodes in the transfer Hamiltonian. This second order shows the possibility of a process in which the transfer of two quasiparticle takes place, creating a Cooper pair in the other electrode. This process has a threshold voltage $eV = \Delta$ (for a symmetric junction), explaining qualitatively the experiment of Ref. [30]. Within the MPT the explanation of the structure at voltages $eV = 2\Delta/n$ would come from the possibility of multiple processes in which $n$ quasiparticles cross the barrier. This theory presents some problems, and in those years an important defect was pointed out. The probability of a process which involves the passage of $n$ quasiparticle through the barrier is
proportional to $T^n$, where $T$ is the transmission through the insulator barrier. Taking into account that $T \sim 10^{-10}$ in a tunnel junction, it is difficult to believe that this could be the explanation for the whole series which appears for instance in Fig. 1.4 (right panel) \footnote{Indeed, nowadays it is clear that the presence of subharmonic structure in tunnel junctions is due to the existence of microbridge or pinholes that make that some of the conducting channels have a not so small transmission, giving rise to the presence of the excess current inside the gap \cite{35}.}. On the other hand, MPT presents a theoretical problem. For instance, the second order calculated by Schrieffer and Wilkins diverges at $eV = 2\Delta$ due to the divergence of the BCS density of states. In higher order terms, similar divergencies appear.\footnote{As we shall show in Chapter 2, this kind of divergencies disappear when one solves the problem up to infinite order.}

A second theory for the explanation of the subharmonic gap structure was proposed by Werthamer in 1966 and is referred to as self-coupling of Josephson radiation \cite{36}. This author claimed that the quasiparticle tunneling could be coupled to the Josephson radiation coming from the ac current present in the tunnel junction. If a quasiparticle process took place while simultaneously a photon is absorbed from the Josephson radiation, an increase of the tunnel probability would occur at $eV + \eta \omega = 2\Delta$, i.e. at $2\Delta/3$ since $\eta \omega = 2eV$ for the Josephson radiation. The inclusion of multiphotonic processes gives structure in $2\Delta/(2n+1)$, i.e. for odd values of the denominator. One can obtain the even terms of the series by including the absorption of the Josephson radiation by the electrodes, generating thus quasiparticles at $\eta \omega = 2\Delta$. The main problem of this explanation is that it invokes two different mechanisms for the odd and even terms, while the experimental current jumps are identical for both series. Moreover, it was pointed out by Rowell and Feldmann \cite{35} that this theory does not reproduce the series of jumps which appears in an asymmetric junction.

The $\cos \phi$ problem

This is a problem that one can find in several textbooks \cite{21, 22, 37} and it was one of the most important failures of the tunnel theory. After years of great attention this problem was abandoned and we recover it in this thesis proposing what we believe it is the solution of this long-standing problem.

The current through a tunnel junction with a constant bias voltage is given by the expression (1.1), which can be rewritten as

$$I(V, T, t) = IS(V, T) \sin \phi(t) + \sigma_0(V, T) [1 + \epsilon(V, T) \cos \phi(t)] V,$$

where

$$I(V, T, t) = I_S(V, T) \sin \phi(t) + \sigma_0(V, T) [1 + \epsilon(V, T) \cos \phi(t)] V,$$  
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\[ \varepsilon(V, T) = \frac{\sigma_1(V, T)}{\sigma_0(V, T)} \]  

(1.4)

is the conductance ratio between the cosine term and the quasiparticle one. Thus, we can see that the dissipative current contains a phase-dependent term, the so-called \( \cos \phi \) term. This term was simply ignored for years. The first observation of the \( \cos \phi \) term was performed by Pedersen et al. \[38\] in the course of a study of the magnetic field dependence of the Josephson plasmon resonance frequency in a Pb tunnel junction. In this experiment they found that the \( \cos \phi \) term had approximately the magnitude predicted by the tunnel theory, but the sign was the opposite. Let us remember that the tunnel theory, within the BCS scheme, predicts that when \( T \to 0 \) and \( V \to 0 \), the conductance ratio \( \varepsilon \to 1 \) \[21\]. In the experiment of Pedersen and coworkers a ratio \( \varepsilon \sim -1 \) was found in this limit. Later experiments making use of different techniques \[39, 40, 41, 42, 43\] showed similar results, arising thus the so called \( \cos \phi \) problem.

Here, we shall remark the result obtained by Rifkin and Deaver \[42\] in which by means of a measure of the inductance of a ring-shape junction as a function of the superconducting phase difference \( \phi \) through the contact, they were able to extract the phase-dependent linear conductance, \( G(\phi) \), which in the tunnel theory adopts the form

\[ G(\phi) = G_0 \left(1 + \varepsilon \cos \phi \right). \]  

(1.5)

The result which they obtained is shown in Fig. 1.5, where it is quite clear that the measurement is more compatible with a value of \(-1\) for \( \varepsilon \). Moreover, \( G(\phi) \) differs from a cosine shape what complicated even more the \( \cos \phi \) problem \[6\].

Several theories tried to explain this discrepancy by introducing phenomenologically a finite relaxation time associated with an inelastic interaction \[44, 45\]. Some of them showed the possibility of having \( \varepsilon \sim -1 \), but with unrealistic values of the relaxation time, and furthermore none could explain the deviation of the conductance from a cosine-type shape. After more than one hundred papers in the seventies, this problem was forgotten and we have recovered it in this work (see Chapter 2).

So far we have revised only a small part of the rich phenomenology of the electronic transport in superconducting tunnel junctions. For those who want to profound into this topic there are several monographs \[46, 47\] and excellent review articles \[24, 48, 49, 50\].

\[ ^6 \text{We should say that the experiment of Rifkin and Deaver was done in a point contact, where it is not clear that the tunnel theory holds.} \]
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Figure 1.5: Experimental results by Rifkin and Deaver [42] for the linear conductance $G$ of a superconducting point contact as a function of the phase $\phi$.

1.2.2 Weak Links

Although the tunnel junctions played a crucial role in the investigation of the Josephson effect, since 1964 with the work by Anderson and Dayem [51] it was clear that this effect also took place in a great variety of systems known as weak links. A weak link is a junction between two electrodes where the current flow takes place in direct way, and not via tunnel effect through an insulating layer as in the tunnel junctions. The Josephson effect appears in these systems when the weak link has reduced dimensions, i.e. when the distance between electrodes and the cross section of the weak link are small. The critical current in these systems is much smaller than in the electrodes giving rise to the term, weak superconductivity.

Next, we shall briefly describe some of the more important weak links (see Ref. [49]). A type of junction related with the tunnel junctions is that in which the oxide barrier is replaced by a non-superconducting metal. A finite supercurrent can flow through such a junction due to the proximity effect [52]. This effect lies in the fact that if a metal and a superconductor are put in contact, some Cooper pairs penetrate in the metal giving rise to a non zero order parameter, which decays exponentially inside the metal over a distance of the order of the normal coherence length. Thus, if the length of normal region is not very large, the order parameter will be non-zero
throughout the metal and a supercurrent may flow.

Another type of weak link consists of a superconductor with a very small section which links two macroscopic superconductors [51]. In these contacts, known as Dayem bridges, the supercurrent flows through the weak link in a similar way as it does in the superconductor bulk, and there is no tunneling process.

An additional group of junctions is the one known as point contact, which is made pressing a superconducting tip over a surface [53]. These systems have barriers that are not very well defined and whose properties can vary between the ones of a tunnel junction and the ones of microbridges adjusting the pressure over the tip.

As we commented above, these contacts exhibit Josephson effect, but in a different way with respect to the tunnel junctions. Before going on, we should say what we understand by Josephson effect in these systems. For instance, by dc Josephson effect we mean that the supercurrent is a periodic function of the phase difference, although it may be different from the sinusoidal relation of the tunnel junctions. With respect to the ac Josephson effect, the relation between the voltage and frequency, \( \omega_0 = 2eV/\hbar \), still holds because it does not depend on the details of the barrier, but it manifests in a different way in the different contacts, so for instance their I-V characteristics are different.

In the weak links there exist different length scales which determine the current through the system. An important length scale in this problem is the length \( L \) of the constriction which separates the superconducting electrodes. One can classify the different weak links according to the comparison between the length \( L \) and the characteristic lengths of the material which formed the weak link, like the superconducting coherence length \( \xi \) and the mean free path \( l \). The junctions where \( L \ll \xi \) are called short junctions, and long those in which \( L \geq \xi \). Even in the case of short junctions, the processes may differ depending on the mean free path \( l \). We shall call dirty to those structures in which \( l \ll L \), and clean to those in which \( l \geq L \).

As an example of that the Josephson effect which takes place in a weak link is in general different from that of tunnel junctions, we shall mention here the prediction of Kulik and Omelyanchuk [54] for the supercurrent in short and clean weak links \((L < l, \xi)\):

\[
I_S = \frac{\pi \Delta(T)}{eR_N} \sin(\phi/2) \tanh \left( \frac{\beta \Delta(T) \cos(\phi/2)}{2} \right).
\] (1.6)

In this expression \( \Delta \) is the gap, \( R_N \) is the resistance of the normal contact, \( \phi \) the superconducting phase and \( \beta \) the inverse of temperature. As one can see, this expression differs from the sinusoidal behavior of a tunnel junction \(^7\).

\(^7\)For those who want to profound in how the different characteristic lengths give rise to different manifestations of the Josephson effect, we recommend the excellent review article of Likharev [55].
At the beginning of the eighties the situation was the following. While for the case of tunnel junctions there existed since the sixties a suitable theoretical description for almost all phenomena, in the case of weak links there was only a limited knowledge. Concentrating ourselves in the I-V curves, since it is the topic that we shall analyze in detail in this thesis, among the different characteristics which remained without a satisfactory explanation there were two outstanding ones: the above mentioned subharmonic structure, which appears more clearly in weak links [56, 57, 58, 59], and the excess current, which we explain next. One would expect that at voltages much greater than the gap, the current through a weak link reached the same value as in the normal case, as it happens in tunnel junctions. However, different experiments in point contacts and microbridges [60, 61] show that the current in the high voltage limit is linear but does not extrapolate to zero as the voltage vanishes. The difference at voltages much larger than the gap between the current in the superconducting case and the corresponding one in the normal case is referred to as excess current.

In the eighties new theories for the description of the superconducting I-V curves appeared. Among them we shall review two of special interest. The first one is known as KBT model and provided the basis for a definitive understanding of transport phenomena in these systems. It identified the processes which control the current and allowed an unified analysis of tunnel junctions and weak links. The second theory was developed by Arnold and it was orientated to a more microscopic and quantitative description of the superconducting transport. In the following two subsections we shall briefly revise these theories and their predictions.

**KBT Model**

In a set of papers in 1982 and 1983, Klapwijk, Blonder, Tinkham and in one of them Octavio developed a model based on the scattering formalism to describe N-S and S-S contacts 8 [62, 63, 64]. In their model the excitations of a clean superconductor are described by the Bogoliubov-de Gennes equations [66]. In order to simulate the scattering that takes place in the junctions they used a δ-like potential located in the interface between electrodes, whose strength is controlled by a parameter $Z$ 9. The central idea of the model consists of connecting the wave functions of the electrodes through the barrier to obtain the probability of each process and finally its contribution to the total current.

As it is explained in detail in Ref. [63], these authors carried out this scheme completely for the case of a N-S junction. They obtained the current as a function of $Z$, ranging from the case of a tunnel barrier, where they recovered the results

---

8We shall use the notation N-N, N-S, S-S, etc., to refer to contacts made of normal metal-normal metal, normal metal-superconductor, superconductor-superconductor, etc.

9The parameter $Z$ is related to the normal transmission coefficient $T$ through the potential barrier by the expression $T = 1/(1 + Z^2)$. Thus for instance, $Z = 0$ means no barrier at all.
of the traditional tunnel theory, to the case in which there is no scattering in the interface. They showed that both the current inside the gap and the excess current for voltages $eV \gg \Delta$ which appear in these junctions are due to the contribution of a process called Andreev reflection [65].

When at least one of the electrodes is superconducting, apart from the quasiparticle tunneling, there exists the possibility of having Andreev reflections. In a N-S junction the Andreev reflection is a process in which an electron coming from the normal metal is reflected as a hole in the interface, giving rise to the transfer of a Cooper pair to the superconducting electrode (see Fig. 1.6). Due to the energy conservation, the hole has the same energy, measured from the Fermi level, as the incoming electron, i.e. this hole corresponds to the time-reversal state of the original electron. This process produces a charge transfer equal to $2e$, which becomes supercurrent in the superconducting electrode. The Andreev reflection is an fundamental mechanism in nature since it is the way in which a dissipative current in the normal metal is converted in a supercurrent in the superconductor.

![Figure 1.6: Schematical representation of an Andreev reflection in a N-S contact. In this process an electron is reflected as a hole by creating a Cooper pair in the superconducting electrode.](image)
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Two of the authors, Blonder and Tinkham [67], showed experimentally that the BTK model describe quantitatively the I-V curves of an N-S contact. To be concrete, they analyzed the current through Cu-Nb point contacts. The special features of the point contacts allowed them to analyze the transition from a tunnel junction to a weak link. The notable agreement indicated the importance of the Andreev reflections in the correct description of the superconducting transport.

The case of a contact with two superconducting electrodes is much more complex. In these contacts it is possible the occurrence of multiple Andreev reflections (MAR), which take place in the following way (see Fig. 2.7 in Chapter 2). When an electron is reflected as a hole, such a hole can undergo a similar process in the other electrode giving rise thus to a reflected electron. This new electron can undergo a new reflection and so on. Thus, when an electron cross the barrier it gains an energy equal to $eV$, and in the return journey the hole do the same. So, a process in which the quasiparticles cross the interface $n$ times can be seen as a process in which a quasiparticle gains energy reflection after reflection until it finally gains a energy equal to $n eV$. This multiple process ends when the quasiparticle finds an empty state in an electrode, what happens (at zero temperature) when the minimum condition $n eV = 2\Delta$ is fulfilled. Thus, at zero temperature every time $eV = 2\Delta / n$ ($n$ integer) a new multiple Andreev reflection is possible giving a new contribution to the current and explaining in a natural way the subharmonic gap structure. In the case of an asymmetric contact, the subharmonic structure can be explaining using the same argument and taking into account the relation between the gaps.

The scheme developed for the N-S case is difficult to carry out for the S-S or S-N-S case and the authors only did it in the limit of a contact with perfect transmission [62]. In its place, the authors proposed a semiclassical model (OTBK model) based on the Boltzmann equation, which allowed them to analyze the I-V curves for arbitrary transmission [64]. In this model the nonequilibrium distribution functions are determined by means of boundary conditions in the N-S interfaces, which are determined by the different processes that take place in such interfaces. In some sense, in this model an S-N-S junction is considered as two N-S junction in series. For instance, the probability of a multiple Andreev reflection is given by the product of the probabilities of the elementary processes which form it, neglecting so the interferences between these processes \footnote{Strictly speaking the excitations of a superconductor are a combination of electrons and holes. However, for the sake of simplicity we shall speak about electrons instead of quasielectrons, and about holes instead of quasiholes.}.

Fig. 1.7 shows results obtained with the OTBK model for both the current and the differential resistance in a S-S contact. The subharmonic structure can be

\footnote{As we shall show in Chapter 2, this is probably the main limitation of this model for describing a mesoscopic system.}
observed specially in the differential resistance which exhibits maxima at voltages $eV_n = 2\Delta / n$ with $n$ integer.

Arnold theory.

In the mid eighties Arnold developed a theory for analyzing superconducting junctions with arbitrary transmission through the insulator barrier [69, 70, 71]. His theory is based on nonequilibrium Green function techniques. The idea that he worked out is that of calculating the Green functions for the uncoupled electrodes and finally connect them in the interface by means of suitable boundary conditions. His theory is adequate for treating different junctions as N-I-S, S-I-S, etc.

We remark here the results obtained for the current in a S-I-S junction. Fig. 1.8 (left panel) shows the I-V curves for different values of the transmission coefficient. In this figure the subharmonic structure can be observed, which is more clearly seen in the differential resistance (see Fig. 1.8, right panel). As it was stressed by the author, the subgap structure is due to Andreev reflections in agreement with the KBT model. As can be seen the main difference with this latter model is that the subharmonic structure is more pronounced.
Figure 1.8: Current and differential resistance in the Arnold model. Left panel: zero-temperature I-V characteristics of a S-I-S contact with different transmissions. Right panel: zero-temperature differential resistance for a S-I-S contact with transmission 0.42 [71].

\[ \text{1.2.3 Mesoscopic Superconductivity} \]

With the advance of the microfabrication techniques, nowadays the design of nanometric-size devices is possible. In these systems the characteristic dimensions are comparable to the Fermi wave length ($\lambda_F$) of the electrons, thus a purely quantum-mechanical description of their transport properties is indispensable. An example of this kind of systems is a two dimensional electron gas (2DEG) created in semiconductor heterostructures [72]. In this system the electrons are confined in a plane, where the low electronic density implies a large $\lambda_F$ (typically 40 nm) which is comparable to the dimensions of these structures. Moreover, the mean free path can be as large as ($>1 \mu m$).

Other examples of nanometric-size systems are the metallic atomic-size contacts. These contacts are fabricated with the Scanning Tunneling Microscope (STM) [73] or with the technique of the \textit{mechanically controllable breakjuctions} (MCB) [74]. The current in these atomic contacts flows through a few atoms, thus the system has a minimum width comparable to $\lambda_F$, which in the metals is of the order of interatomic distances. Below, we shall describe in detail these contacts which play a fundamental role throughout this thesis.

In these nanometric-size systems the electron phase coherence can be kept over distances of several microns at low temperatures ($<1 \text{ K}$), i.e. almost macroscopic distances. The reason is that the elastic scattering with impurities does not destroy
the phase coherence, what can provoke a modification of the conductivity due to interference phenomena. The physics of these systems is known as Mesoscopic Physics \[5, 6, 7, 8, 9\] to indicate that the length scales involved are between the microscopic world of atoms and the macroscopic world.

In these systems the technological interest coincides with the interest in the investigation of the fundamental principles of the Quantum Mechanics (those related with the concept of the wave function phase). In fact, these solid state devices have become ideal systems where to examine such principles. In the study of electronic transport in the quantum regime one finds certain surprises associated with the mentioned interference phenomena. For instance, the usual rule for connecting resistances in parallel or in series may break down in the quantum regime. Also, the resistance may be nonlocal in the sense that what is measured between a given pair of points may depend on things connected further away.

In the last two decades the mesoscopic systems have given rise to the appearance of a great number of new phenomena that now play a central role in Condensed Matter Physics. For instance, we can mention the Aharanov-Bohm effect, the quantum Hall effect, universal conductance fluctuations, the conductance quantization, Coulomb blockade, etc (see Ref. [72] and references therein). The combination of the mesoscopic physics with the superconductivity has given rise to a new branch known as Mesoscopic Superconductivity \[75, 76, 77, 78, 79\], which is the framework of this first part of the thesis. The rest of this section is devoted to a review of some of well-known superconducting mesoscopic systems which are the aim of our analysis in this thesis.

![Diagram of experimental set-up](image)

**Figure 1.9:** Representation of the experimental set-up used for fabricating a breakjunction. A notched filament is mounted over a flexible substrate (bending beam) which is bent in a controllable way making use of a piezo [80].
Let us start by describing the atomic contacts known as *mechanically controllable breakjunctions* (MCB). These contacts initially designed by Moreland et al. [81] and improved by Muller et al. [74] are formed in the following way. As can be seen in Fig. 1.9, a metallic wire of the material under investigation is glued in a flexible substrate which is broken by bending in a controllable way such substrate. Breaking the wire at low temperatures and at high vacuum guarantees two clean atomic surfaces. The distance between surfaces is controlled by a piezoelectric. This system has a great stability (better than $10^{-13}$ m), what permits to create contacts of just a few atoms (even one-atom contacts [82]). The great advantage of these systems is that one can vary the contact from the tunnel regimen, with normal resistances $R_N \gg h/2e^2 \sim 12.9 \ \text{k} \Omega$, to form a weak link with a few Ohms. Therefore, they are ideal systems for studying the transport in different regimes.

![Figure 1.10: I-V characteristics (a) and differential resistance (b) of a Nb breakjunction with 1.74 kΩ (left panel) and 19 kΩ (right panel). Notice in both cases the clear subharmonic structure [74].](image)

In the last years this technique has allowed the detailed study of different trans-
port phenomena. For instance, in the breakjunctions a phenomenon similar to the conductance quantization in semiconductor devices has been observed, and something similar for the supercurrent [83, 84]. On the other hand, due to the control in the contact characteristics it has been possible to study the evolution of the supercurrent and the I-V curves from tunnel regime to contact regime. As an example we show here the subharmonic structure which appears clearly in these contacts [74, 85, 86]. Fig.1.10 shows the I-V curves and the differential resistance of two Nb breakjunctions with different normal resistance after Ref. [74]. Notice the pronounced subharmonic gap structure, which is clearly visible even in the current.

Figure 1.11: Differential conductance in a Pb-Pb superconducting atomic contact created with the STM [88]. The resistance varies from tunnel regimen to contact regime where the subharmonic structure is visible.

Another method to fabricate metallic atomic-size contacts is provided by the Scanning Tunneling Microscope (STM) [73]. This microscope devised in the early eighties has provided great information about the electronic properties of superconducting materials. For instance, it has been used as planar junctions, point contacts and other geometries for determining the density of states of a superconductor, as well as its phonon spectrum [22]. The STM shares with the breakjunctions all its advantages, and moreover it has the possibility of lateral movement. Due to this movement it is possible to characterize very well the barrier between electrodes,
what provides a better knowledge of the contacts. As in the case of MCB's, one can vary the junction from tunnel to contact \cite{87, 88}, what permits to take a whole family of curves ranging the resistance as it is illustrated in Fig. 1.11.

In the above described atomic-size contacts the current finally pass through a few number of atoms, or in other words, the current is controlled by reduced number of conducting channels. This fact converts them in ideal these systems in order to do a quantitative comparison with theory. In this thesis we shall show an exhaustive comparison between our theoretical results and the experimental results obtained with these types of atomic contacts.

The first quantum point contacts arose in the context of the two dimensional electron gases (2DEG) fabricated in semiconductor heterostructures. In these systems was firstly observed the phenomenon of conductance quantization \cite{89, 90}. In principle, the main difficulty to fabricate a superconducting point contact with a 2DEG lies in incorporating the superconducting electrodes. This difficulty has been recently overcome by Takayanagi et al. \cite{91}. These authors devised a superconductor-2DEG-superconductor point contact as the one illustrated in Fig. 1.12 (left panel). Furthermore, they incorporated a “split gate” whose width $L_W$ can be controlled by means of a gate voltage. Thus, they could control the number of conducting channels which contribute to the current through the 2DEG. With this ingenious device they could investigated the quantization of the critical current as it is illustrated in Fig. 1.12 (right panel).

Finally, we mention a system that although it has not the typical profile of a mesoscopic system, it has a renewed interest: the tunnel junctions. These junctions in their modern version, almost always making use of the Nb technology, could serve as X rays detectors \cite{92, 93, 94}. These tunnel junctions exhibit a clear subharmonic structure (see for instance Ref. \cite{94}). Typically this subharmonic gap structure is superimposed to a notable excess current inside the gap, taking into account that they are tunnel junctions. The explanation is that the insulator barriers are not perfect and present pinholes which provoke the mentioned excess current inside the gap \cite{94}.

In the last years there has been a great advance in the knowledge of the transport properties of mesoscopic systems in which superconducting elements are involved. From the theoretical point of view there are two important approaches. Firstly, the scattering formalism \cite{95} has provided a very intuitive picture of the superconducting transport in mesoscopic systems \cite{96, 97, 98, 75, 99}. It is also remarkable the so called nonequilibrium superconductivity theory \cite{100, 101, 102, 103, 79}. This theory, based on semiclassical Green function techniques, is specially well adapted for dealing with situations where the elastic scattering with impurities is essential. Furthermore, it provides a suitable framework for treating interactions like electron-electron interaction, electron-phonon interactions, spin-flip processes, etc. Nowadays, it is believed
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Figure 1.12: Superconducting point contact created by means of a 2DEG [91]. Left: (a) cross sectional view of the point contact. (b) Upper view of the contact. An applied voltage generates a gate defining a constriction of width $L_W$ in the 2DEG. Right: critical current $I_C$ and normal conductance $G_C$ of the junction as a function of the gate voltage $V_g$.

that this theory can explain all proximity effect experiments in N-S structures (see Ref. [104]). In fact, it has achieved such a refinement that there even exists a circuit theory [105], which consists of simple rules, in the same way as the Kirchoff rules, which in principle permit to solve any N-S circuit.

1.3 Objective of the part I

In spite of the notable and numerous successes of the scattering formalism and of the nonequilibrium superconductivity theory, at the beginning of this thesis it was quite clear that there was still a very elementary situation for which there did not exist a satisfactory description. We are referring to the case of superconducting contacts with a finite applied voltage. Although the existent theories seemed to contain part of the physics which governs the electronic transport in superconducting junctions, it was by no means clear that they could quantitatively describe even the simplest situations. At the beginning of this thesis the debate about which theory (multiparticle tunneling theory, self-coupling of the Josephson radiation or
the theories based on multiple Andreev reflections) gave a better description still went on [92, 106, 93, 94, 87]. By analyzing the experiments of the previous references it was rather clear that none of the mentioned theories gave a completely satisfactory explanation for the different situations.

Historically it has been very difficult to do a quantitative comparison between experiment and theory. The main reason lies in that in the traditional experiments, with planar tunnel junctions, there exists a great uncertainty about the crucial junction parameters like the thickness, contact area, transmission, composition and dimensionality of the insulator barrier. However, with the modern microfabrication techniques which have given rise to systems like the STM, 2DEGs and the breakjunctions, these problems have disappeared to a great extent. Thus, our aim at the beginning of this thesis was to develop a theory which quantitatively describes the electronic transport in superconducting contacts. The following paragraphs are devoted to concrete this aim.

As it is clear from the historical review, the description of the electronic transport in S-S contacts is very complex, even in the simplest situations. Thus, we shall concentrate in the description of short contacts known as superconducting quantum point contacts (SQPC). Next we shall explain what we mean by an SQPC and for ending this chapter we shall mention the experimental systems which fit in the profile of these contacts.

![Diagram](image)

Figure 1.13: Schematical representation of a SPQC.

By an SQPC we mean a superconducting contact like the one depicted in Fig.
1.13. In this contact the constriction which links both electrodes has a length \( L_C \) much smaller than the superconducting coherence length \( \xi \) of the electrodes. As we shall comment in the Chapter 2, this feature allows us to do some hypothesis which simplify the problem considerably. On the other hand, in a SQPC the constriction width is comparable to the Fermi wave length \( \lambda_F \) of the system electrons, what implies that the junctions only sustains a reduced number of conducting channels

The different mesoscopic systems that we described in the previous section fit in the definition of a SQPC, in special the metallic atomic-size contacts and the S-2DEG-S point contacts. Thus for instance, in the metallic contacts, created with the STM o with the breakjunction technique, have a minimum width of the order of a few atoms, that is, comparable to the \( \lambda_F \) of the metals. On the other hand, the superconducting coherence length \( (\xi \sim 10^3 \text{ \( nm \)}) \) is much greater than the contact atomic neck length.

Thus, systems of undoubted interest fit the definition of a SQPC. Finally, we conclude this chapter by reminding our aim for the part I of the thesis:

To develop a theory which describes the dc an ac transport in SQPCs quantitatively.

\[ ^{12} \text{This assumption is not fundamental in the theory that we will develop, but of course the experimental comparison will be more accessible if this condition holds.} \]
Chapter 2

Transport in superconducting quantum point contacts

2.1 Introduction

Traditionally, quantum transport in microelectronic devices has been mainly addressed by three different approaches: one is based in the scattering formalism, first introduced by Landauer [95] and generalized by Büttiker [107], in which the transport properties are expressed in terms of the scattering matrix of the system. In this picture one converts a transport problem in a scattering problem by replacing the device by an appropriate scattering matrix. The natural extension of this formalism to the superconducting case was provided by the already mentioned KBT model [62].

Another widely used technique is that of the semiclassical Green functions [100, 101, 102, 103, 79]. In this case the problem consists of determining the Green functions for the uncoupled electrodes and finally connect them in the interfaces by means of suitable boundary conditions. As we explained in the previous chapter, this point of view has produced great results, specially in the context of N-S systems.

Finally, a different point of view arises when the problem is analyzed starting from a microscopic Hamiltonian. We shall very generally call Hamiltonian approach to the theories which take this starting point. The origin of this approach can be traced back to the work by Bardeen who introduced the tunnel Hamiltonian approximation for describing a tunnel junction [11]. Most of the calculations based on this tunnel Hamiltonian were restricted to the lowest order transport processes like in the calculation of the Josephson current in a S-I-S junction [18, 19]. Multi-particle

---

1 As general references about the scattering formalism we recommend the textbooks [7, 9].
2 Also known as transfer Hamiltonian.
tunneling was first discussed by Schrieffer and Wilkins [34] in their *multiparticle tunneling theory*, as a possible explanation for the observed subgap structure in superconducting tunnel junctions. The contributions of these higher order processes were found to be divergent, which has led to the quite extended belief that the Hamiltonian approach is pathological except for describing the lowest order tunneling processes.

We shall make use of this last point of view and we shall show the equivalence between the scattering formalism and the Hamiltonian approach. As will be shown below, the inclusion of higher order processes up to infinite order eliminates the pathologies associated with finite order perturbation theory.

On the other hand, the Hamiltonian approach in combination with non-equilibrium Green function techniques presents certain advantages. For instance, this approach can be generalized for dealing with situations where self-consistency of the superconducting order parameter is needed [108, 109]. Moreover, the formulation in terms of Green functions is specially well suited for dealing with correlation effects when strong electron-electron interactions are present [110]. Furthermore, with respect to the semiclassical Green functions the Hamiltonian approach has the following advantage. If a system is described by a Hamiltonian, one has not to worry about boundary conditions, since one has a natural prescription to connect Green functions in the interfaces. Of course, the Hamiltonian approach has also certain disadvantages. One may think that the scattering formalism is more transparent from the physical point of view, in comparison with the apparent complexity of the Green functions. On the other hand, it is obvious that the semiclassical Green functions are better adapted for dealing with situations like disordered systems.

This chapter, based on our works [111, 112], is organized as follows. In section 2.2 we shall start describing our Hamiltonian approach to study the transport properties of a single channel SQPC, as well as the method used for solving such a model. In section 2.3 we shall analyze the case of single channel N-N and N-S contacts in order to show explicitly the equivalence with the scattering formalism. Section 2.4 is devoted to the detailed analysis of single channel S-S contacts, emphasizing the novel results that our model provides. In section 2.5 we show an exhaustive comparison between experimental results obtained in superconducting atomic contacts and the predictions of our theory. In section 2.6 we shall summarize the main conclusions of this chapter and we postpone some comments about future works and open problems until the end of Chapter 4.

### 2.2 Hamiltonian approach for SQPCs

For the general description of a superconducting system we take as a starting point a grand canonical Hamiltonian with an attractive delta-type electron-electron inter-
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action \((U > 0)\), which written in second quantization language has the form

\[
\hat{H} = \hat{H}_0 + \hat{H}_{int}
\]

\[
\hat{H}_0 = \int d\vec{r} \sum_\sigma \hat{\Psi}^\dagger_\sigma(\vec{r}) H_0 \hat{\Psi}_\sigma(\vec{r})
\]

\[
\hat{H}_{int} = -\frac{1}{2} \int d\vec{r} \sum_{\sigma,\sigma'} U(\vec{r}) \hat{\Psi}_{\sigma'}^\dagger(\vec{r}) \hat{\Psi}_\sigma^\dagger(\vec{r}) \hat{\Psi}_{\sigma'}(\vec{r}) \hat{\Psi}_\sigma(\vec{r}),
\]

(2.1)

where \(\hat{\Psi}_\sigma(\vec{r})\) is the field operator which destroys an electron with spin \(\sigma\) located in \(\vec{r}\). \(H_0\) is the single-particle Hamiltonian given by \(H_0 = (1/2m)(\vec{p} - (e/c)\vec{A})^2 + V_0(\vec{r}) - \mu(\vec{r})\). In this latter expression \(\vec{A}\) is the vector potential associated with the corresponding magnetic field, \(V_0(\vec{r})\) is an arbitrary external potential which may represent an electrostatic potential or an impurity potential, and finally \(\mu\) is the chemical potential of the system.

Within the BCS approximation the Hamiltonian (2.1) is analyzed in a mean field approximation or generalized Hartree-Fock approximation [113, 66, 114]. This is equivalent to approximate the four operator term in \(\hat{H}_{int}\), using the Wick theorem, by sums of products in which two operator terms are replaced by their mean values. This lead us to an effective Hamiltonian [66]

\[
\hat{H} = \int d\vec{r} \left\{ \hat{\Psi}^\dagger_\sigma(\vec{r}) H'_0(\vec{r}) \hat{\Psi}_\sigma(\vec{r}) + \Delta_{\sigma}(\vec{r}) \hat{\Psi}^\dagger_\sigma(\vec{r}) \hat{\Psi}^\dagger_{\sigma'}(\vec{r}) + \Delta(\vec{r}) \hat{\Psi}_\sigma(\vec{r}) \hat{\Psi}^\dagger_{\sigma'}(\vec{r}) \right\},
\]

(2.2)

where \(H'_0(\vec{r}) = H_0(\vec{r}) + V(\vec{r})\), being \(V(\vec{r})\) the Hartree potential, which only renormalizes the single-particle spectrum, given by \(V(\vec{r}) = V(\vec{r}) = -U(\vec{r})|\hat{\Psi}^\dagger_\sigma(\vec{r})\hat{\Psi}_\sigma(\vec{r})|\). On the other hand, the order parameter \(\Delta(\vec{r})\) is given by \(\Delta(\vec{r}) = -U(\vec{r})|\hat{\Psi}^\dagger_{\sigma'}(\vec{r})\hat{\Psi}^\dagger_{\sigma}(\vec{r})|\).

As it is well-known, one may diagonalize this effective Hamiltonian by defining new fermion operators by means of a Bogoliubov transformation [115]. Because of the pair-potential \(\Delta\) the creation operators of these new fermions quasiparticles will consist of a coherent sum of an old quasiparticle and its time-reversed counterpart. The equations which describe the dynamics of the two-component wave functions of the superconductor quasiparticles are called Bogoliubov-de Gennes (BdG) equations, and they have the form of a Schrödinger equation in the space of electrons and holes:

\footnote{Notice that we have considered that expectation values as \(\langle \hat{\Psi}^\dagger_{\sigma} \hat{\Psi}_{\sigma'} \rangle\) vanish, because we shall not consider magnetic situations. Moreover, we only consider \(s\) pairing for the order parameter, according with our aim of analyzing traditional superconductors.}
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\[
\left( \begin{array}{cc}
H_0^e(\vec{r}) & \Delta(\vec{r}) \\
\Delta^*(\vec{r}) & -H_0^o(\vec{r})
\end{array} \right) \left( \begin{array}{c}
u \\
v
\end{array} \right) = i\hbar \frac{d}{dt} \left( \begin{array}{c}
u \\
v
\end{array} \right) .
\]

(2.3)

The solution of these equations is simple in the case of a homogeneous system in absence of impurities, where quasiparticle wave functions are simply plane waves. However, in more complex situations, where for instance one has a space-dependent order parameter, to solve the BdeG equations is rather difficult. In these cases, it is more convenient the use of Green functions, which is the approach that we shall follow. Moreover, instead of working in real space, we believe that the use of a local basis has certain advantages, as we shall show below. For this reason, we first transform the Hamiltonian (2.2) to a site representation. The change of basis is given by the relation between operators in both basis:

\[
\hat{\Psi}_\sigma(\vec{r}) = \sum_i \phi_i(\vec{r}) \hat{c}_i^\sigma ,
\]

(2.4)

where \(\{\phi_i(\vec{r})\}\) is a orthonormal local basis, as for instance an atomic orbital basis \(^4\), whose wave functions are localized around the different system sites. On the other hand, \(\hat{c}_i^\sigma\) is the annihilation operator in the site \(i\). In this new basis the effective Hamiltonian in absence of magnetic field adopts the form

\[
\hat{H} = \sum_{i,\sigma}(\epsilon_i - \mu_i)\hat{c}_i^\dagger \hat{c}_i^\sigma + \sum_{i \neq j,\sigma} t_{ij} \hat{c}_i^\dagger \hat{c}_j^\sigma + \sum_i (\Delta_i^* \hat{c}_i^\dagger \hat{c}_i^\sigma + \Delta_i \hat{c}_i \hat{c}_i^\dagger) ,
\]

(2.5)

where \(i, j\) run over the sites used to represent the system \(^5\). The different parameters of the Hamiltonian are: the on-site energies \(\epsilon_i\), the chemical potential \(\mu_i\) in each site, the hoppings \(t_{ij}\) which couple the different sites and the local complex order parameter \(\Delta_i\). By choosing appropriately the different parameters one can simulate a superconducting contact with arbitrary geometry. In general, one has to complement the previous Hamiltonian with the self-consistency condition for the order parameter in each site:

\[
\Delta_i = -U_i (\hat{c}_i^\dagger \hat{c}_i^\sigma) ,
\]

(2.6)

where \(U_i\) is the attractive electron-electron interaction in each site.

In previous works of our group this approach based on a site representation has been used for describing the electronic and transport properties of superconducting contacts \([116, 108, 109]\). This representation can be view either as a tight-binding description of the electronic states or as a discretization of the BdeG equations. The

---

\(^4\)In part II of the thesis we shall use an atomic orbital basis for describing the electronic transport in metallic atomic-size contacts.

\(^5\)Usually we shall assume that there is only one “orbital” per site.
first case would be more suitable for describing systems like an atomic-size contact
(Fig. 2.1(a)), while the second could be used to represent constrictions involving a
2DEG in semiconductor heterostructures (Fig.2.1(b)).

Figure 2.1: Schematic representation of two types of SQPC: (a) atomic contact
and (b) two-dimensional electron gas.

In Refs. [108, 109] the dc Josephson effect has been analyzed for the case of a
constriction of arbitrary length. The self-consistent description carried out in these
works is very difficult to generalize to the case of a finite bias voltage. Thus, as we
stated at the end of Chapter 1, we shall restrict ourselves to the study of a SQPC.
Let us remember that these contacts consist of two wide (3D or 2D) electrodes
connected by a narrow constriction (see Fig. 1.13). The constriction length, $L_C$,
is assumed to be much smaller than the superconducting coherence length and its
width, $W_C$, comparable to the Fermi wavelength, $\lambda_F$. As we commented in the
previous chapter, there are a lot of systems that fit the SQPC definition. For instance, the atomic contacts created by the break-junction technique \[85, 86\] or with the STM \[87, 88\], and the split-gate S-2DEG-S of Takayanagi \[91\]. These two situations are schematically represented in Fig. 2.1.

In the case of a short constriction \((L_C \ll \xi)\), as the SQPC case, the detailed form of the self-consistent order parameter and the electrostatic potential in the region between the electrodes become irrelevant, allowing us to represent them by simple step functions. The validity of this hypothesis has been discussed in detail by several authors \[55, 108, 109\] and its justification is explained as follows:

1. If the width \(W_C\) of the junction is small compared to the coherence length, the non-uniformities in \(\Delta\) extend only over a distance of the order \(W_C\) from the junction. Since non-uniformities on length scales \(\ll \xi\) do not affect the dynamics of the quasiparticles, these can be neglected and the step-function model holds. In fact, if the length and width of the junction are \(\ll \xi\), it is irrelevant whether it is made of a normal metal or of a superconductor. In particular, the atomic-size contacts correspond to this case.

2. Alternatively, the step-function hypothesis works if the resistance of the junction is much bigger than the resistance of the bulk superconductor. This condition has been formulated precisely by Kupriyanov et al. \[117\]. A superconductor-semiconductor-superconductor junction typically belongs to this second case.

With the previous hypothesis we need not to determine the exact profile of the potentials and the problem is thus simplify greatly. Anyway, in order to simplify the problem as much as possible, we start analyzing the case of a single quantum channel contact. Below, in section 2.5 we shall indicate how to generalize the results to the case of a SQPC with an arbitrary number of channels. A single channel model can be built up in a simple way within the approach represented by Hamiltonian (2.5), we just need to connect only one site of each electrode (this situation is schematically represented in Fig. 2.2). Thus, taking the complex order parameter and the electrostatic potentials as constants on the left and right electrodes [denoted by \((\Delta_L, \mu_L)\) and \((\Delta_R, \mu_R)\), respectively], the case of a single channel connecting both electrodes can be described by the following Hamiltonian

\[
\hat{H} = \hat{H}_L + \hat{H}_R + \sum_{\sigma} (\xi \hat{c}_{\sigma L}^\dagger \hat{c}_{\sigma R} + \xi^* \hat{c}_{\sigma R}^\dagger \hat{c}_{\sigma L}) - \mu_L \hat{N}_L - \mu_R \hat{N}_R, \tag{2.7}
\]

where \(\hat{H}_L\) and \(\hat{H}_R\) are the BCS Hamiltonians, written in a local basis, which describe the uncoupled electrodes. The third term is the coupling term which describes the electron transfer processes between the outermost sites on both electrodes, denoted as \(L\) and \(R\). Finally, \(\hat{N}_{L,R}\) are the particle number operator of each electrode.
We would like to stress that, although this is a very simple model Hamiltonian (formally equivalent to a tunnel Hamiltonian), it contains the relevant physics of a quantum point contact which depends essentially on the contact normal transmission coefficient. In our model this transmission can vary between $\sim 0$ (tunnel limit) and $\sim 1$ (ballistic regime) as a function of the coupling parameter $t$. This will be discussed in section 2.3.

Figure 2.2: Representation of a superconducting contact with only one conducting channel described in a site representation.

We shall study the case of a symmetric contact with constant bias voltage $eV = \mu_L - \mu_R$\(^6\). In order to analyze this case it is convenient to perform a gauge transformation [118] by means of which the Hamiltonian (2.7) adopts the following time-dependent form:\(^7\)

$$
\hat{H}(\tau) = \hat{H}_L + \hat{H}_R + \sum_{\sigma} \left( t e^{i \phi(\tau)/2} c_{L\sigma}^\dagger c_{R\sigma} + t^* e^{-i \phi(\tau)/2} c_{R\sigma}^\dagger c_{L\sigma} \right),
$$

(2.8)

where the superconducting phase, $\phi(\tau)$, is given by the Josephson relation $\phi(\tau) = \phi_0 + 2eV \tau/\hbar$ and appears as a phase factor in the hopping elements.

Within the previously introduced model, the average total current through the contact evaluated between both electrodes is given by

\(^6\)In order to keep constant the voltage in the system, it is necessary that impedance of the junction (of the order of $h/e^2$) be greater than the characteristic impedance of the external circuit. This is a condition that is experimentally achieved, unless the voltage is very small ($eV \ll \Delta$).

\(^7\)We denote the time as $\tau$ to distinguish it from the hopping $t$. 
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\[ I(\tau) = \frac{ie}{\hbar} \sum_{\sigma} (t < c_{L\sigma}(\tau) c_{R\sigma}^\dagger(\tau) > - t^* < c_{R\sigma}^\dagger(\tau) c_{L\sigma}(\tau) >), \] (2.9)

where, depending on the gauge choice, \( t \) can include a time dependent phase like in Eq. (2.8). Thus, our problem consists of determining the expectation values appearing in the current expression. These average quantities are evaluated over non-equilibrium states whose dynamics is controlled by Hamiltonian (2.8). In order to determine these type of expectation values it is convenient to use the Keldysh formalism \[119\] that we describe in detail in Appendix A. Moreover, for the superconducting state it is also convenient to introduce the \((2 \times 2)\) matrix Nambu representation \[120\], where the field operators in a local representation are defined as

\[ \hat{\psi}_i = \begin{pmatrix} c_{i\uparrow}^\dagger \\ c_{i\downarrow} \end{pmatrix}, \quad \hat{\psi}_i^\dagger = \begin{pmatrix} c_{i\uparrow} \\ c_{i\downarrow}^\dagger \end{pmatrix}. \] (2.10)

The different correlation functions which appear in the Keldysh formalism adopt the following form

\[ \hat{G}_{ij}^{\alpha\beta}(t_\alpha, t_\beta') = -i \langle \hat{T}_c \left[ \hat{\psi}_i(t_\alpha) \hat{\psi}_j^\dagger(t_\beta') \right] \rangle, \] (2.11)

where \( \hat{T}_c \) is the time-ordering operator along the Keldysh time contour. The indexes \( \alpha \) and \( \beta \) indicate the branch in such a contour \((\alpha, \beta = \pm)\) (see Appendix A). On the other hand, \( i, j \) indicate the sites. Thus for instance, the Green functions \( \hat{G}_{ij}^{\pm} \), which give us information on the non-equilibrium distribution function, are given by a \((2 \times 2)\) matrix

\[ \hat{G}_{ij}^{\pm}(\tau, \tau') = i \begin{pmatrix} < c_{i\uparrow}(\tau) c_{j\uparrow}(\tau') > & < c_{j\downarrow}(\tau') c_{i\uparrow}(\tau) > \\
< c_{i\downarrow}(\tau) c_{j\downarrow}(\tau') > & < c_{j\uparrow}(\tau') c_{i\downarrow}(\tau) > \end{pmatrix}. \] (2.12)

In terms of these Green functions, the current can be expressed as

\[ I(\tau) = \frac{e}{\hbar} \text{Tr} \left[ \hat{\sigma}_z \left( \hat{t} \hat{G}_{RL}^{++}(\tau, \tau) - \hat{t}^\dagger \hat{G}_{LR}^{+-}(\tau, \tau) \right) \right], \] (2.13)

where \( \hat{\sigma}_z \) is the corresponding Pauli matrix, \( \text{Tr} \) denotes the trace in Nambu space and \( \hat{t} \) is the hopping that in the Nambu matrix representation is written as

\[ \hat{t} = \begin{pmatrix} t & 0 \\ 0 & -t^* \end{pmatrix}. \] (2.14)

In absence of magnetic field, the spin symmetry allows us to simplify the current expression and work only in the electron space:
\[ I(\tau) = \frac{2\epsilon}{\hbar} \left[ \hat{G}^{\uparrow \downarrow}_{RL}(\tau, \tau) - \hat{G}^{\downarrow \uparrow}_{LR}(\tau, \tau) \right]_{11}, \]  

where (1,1) indicates the corresponding matrix element in the Nambu representation.

The problem has been then reduced to the determination of these Green functions. We shall calculate them within the perturbative scheme of the Keldysh formalism, treating the coupling term in Hamiltonian (2.8) as a perturbation. The unperturbed Green functions correspond to the uncoupled electrodes in equilibrium, each one with its corresponding chemical potential. For a symmetric contact, and neglecting finite bandwidth effects, the uncoupled retarded and advanced Green functions of the outermost sites of each electrode \((L, R)\) can be expressed as \(^8\)

\[ \hat{g}_{LL}^{r,a}(\omega) = \hat{g}_{RL}^{r,a}(\omega) = \frac{1}{W \sqrt{\Delta^2 - (\omega \pm i\eta)^2}} \begin{pmatrix} -\omega \pm i\eta & \Delta \\ \Delta & -\omega \pm i\eta \end{pmatrix}, \]  

where \(W\) is an energy scale related to the normal density of states at the Fermi level (taken as zero) by \(\rho(\epsilon_F) \sim 1/(\pi W)\). On the other hand, \(\eta\) is a small energy relaxation rate that takes into account the damping of the quasi-particle states due to inelastic processes inside the electrodes. A typical value of \(\eta\) for the traditional superconductors is \(\eta/\Delta < 10^{-2}\) (see for instance Ref. [121]). Thus, in general \(\eta\) is the smallest energy scale and can be usually considered as zero \(^9\). However, as we shall see below, \(\eta\) play an important role in the small bias voltage limit \((eV \ll \Delta)\).

The Green functions (2.16) are the typical BCS Green functions for a bulk superconductor. One can obtain this expression, within a tight-binding representation, calculating the Green functions of the last site of a linear chain or a Bethe lattice (see Ref. [122]). The exact electrode geometry is irrelevant because we are only interested in a small range of energies around the Fermi level, which is the relevant energy interval for the transport properties. In this energy range, and due to the fact that the superconducting gap is much smaller than the band-width, the Green functions of any superconducting electrode have the form given by Eq. (2.16).

On the other hand, the unperturbed functions \(\hat{g}^{\uparrow \downarrow}(\omega)\) satisfy the relation

\[ \hat{g}^{\uparrow \downarrow}(\omega) = 2\pi i \hat{\rho}(\omega) n_F(\omega), \]  

where \(\hat{\rho}(\omega) = (1/\pi) \text{Im}[\hat{g}^{\uparrow}(\omega)]\) and \(n_F(\omega)\) is the Fermi function.

Within the Keldysh formalism the functions \(\hat{G}^{\uparrow \downarrow}_{ij}\) of the coupled (perturbed) system can be obtained by means of the integral equation (see Appendix A) \(^{10}\)

\(^8\)We assume electron-hole symmetry in the leads.
\(^9\)In most of the calculations we shall take \(\eta = 0\), except we say explicitly the contrary.
\(^{10}\)In Eq. (2.18) we have used the fact that the self-energies \(\hat{\Sigma}_{ij}^{\uparrow \downarrow} = 0\) in this model, because the coupling term is a one-body perturbation.
\[ \hat{G}^{+-}(\tau, \tau') = \int d\tau_1 d\tau_2 \left[ \hat{I} \delta(\tau - \tau_1) + \hat{G}^r(\tau, \tau_1) \hat{\Sigma}^r(\tau_1) \right] \hat{g}^{+-}(\tau_1 - \tau_2) \times \\
\left[ \hat{I} \delta(\tau_2 - \tau') + \hat{\Sigma}^a(\tau_2) \hat{G}^a(\tau_2, \tau') \right], \quad (2.18) \]

where \( \hat{G}^{r,a} \) satisfy the Dyson equations

\[ \hat{G}^{r,a}(\tau, \tau') = \hat{g}^{r,a}(\tau - \tau') + \int d\tau_1 \hat{g}^{r,a}(\tau - \tau_1) \hat{\Sigma}^{r,a}(\tau_1) \hat{G}^{r,a}(\tau_1, \tau'), \quad (2.19) \]

\( \hat{g}^{r,a} \) being the Green functions of the uncoupled electrodes given by Eq. (2.16).

In the previous expressions the self-energies of this model take the simple form \( \hat{\Sigma}^{r,a}_{LL} = \hat{\Sigma}^{r,a}_{RR} = 0 \) and \( \hat{\Sigma}^{r,a}_{LR} = (\hat{\Sigma}^{r,a}_{RL})^* = i \). The knowledge of the self-energies allows to solve the model exactly, i.e. up to infinite order. However, in spite of the apparent simplicity of the model its solving in the general case of a S-S junction is not trivial at all. Thus, we shall start analyzing it in the case of N-N and N-S contacts to gain some insight.

### 2.3 N-N and N-S single channel contacts

In this section we discuss the N-N and N-S cases within our single channel model. The analysis of the N-N case allows us to define the normal transmission coefficient of the contact in terms of the microscopic parameters of the model. Thus, it will permit us to make contact with the scattering formalism. On the other hand, in the N-S case we shall compare our results with the ones of the BTK model [63], to show explicitly the equivalence between the scattering formalism and our Hamiltonian approach in the case where at least a superconducting electrode is involved. For the sake of clarity, all the technical calculations are explained in Appendix B, and here we are mainly concerned with the results.

In these two cases the problem admits a stationary (time-independent) solution, so it is convenient to adopt a time-independent formulation based on Hamiltonian (2.7). In this case the Green functions depend on the difference of their temporal arguments and the integral equations (2.18-19) become simple algebraic equations when Fourier transformed with respect to the difference of times. Then, we have

\[ \hat{G}^{r,a}(\omega) = \hat{g}^{r,a}(\omega) + \hat{g}^{r,a}(\omega) \hat{\Sigma}^{r,a}(\omega) \hat{G}^{r,a}(\omega), \quad (2.20) \]

\[ \hat{G}^{(+-)(-+)}(\omega) = \left[ \hat{I} + \hat{G}^r(\omega) \hat{\Sigma}^r(\omega) \right] \hat{g}^{(+-)(-+)}(\omega) \left[ \hat{I} + \hat{\Sigma}^a(\omega) \hat{G}^a(\omega) \right], \quad (2.21) \]
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where \( \hat{g}_{-}^{+}(\omega) = -2i\rho(\omega)[1 - n_{F}(\omega)] \). On the other hand, it is convenient to rewrite expression (2.15) for the current as (see Appendix B)

\[
I = \frac{2e}{h} t^{2} \int_{-\infty}^{\infty} d\omega \left[ g_{+,-}^{+}(\omega)g_{+,-}^{+}(\omega) - g_{+,-}^{+}(\omega)g_{+,-}^{+}(\omega) \right],
\]

(2.22)

where we have assumed that the left (L) electrode is in normal state, while the right one can be either normal or superconducting.

Let us first analyze the case where both electrodes are in the normal state (the details of the calculation of the N-N current can be found in Appendix B). As in the scattering approach, the current can be written as [123]

\[
I = \frac{2e}{h} \int_{-\infty}^{\infty} T(\omega, V) \left[ n_{F}(\omega - eV) - n_{F}(\omega) \right] d\omega,
\]

(2.23)

where \( T(\omega, V) \) is an energy and voltage dependent transmission coefficient which is given by \(^{11}\)

\[
T(\omega, V) = \frac{4\pi^{2}t^{2}\rho_{LL}(\omega - eV)\rho_{RR}(\omega)}{\left[1 - t^{2}g_{LL}(\omega - eV)g_{RR}(\omega)\right]^{2}}.
\]

(2.24)

Notice that in the tunnel limit (first order in the coupling term) this transmission coefficient adopts the form \( T(\omega, V) \sim 4\pi^{2}t^{2}\rho_{LL}(\omega - eV)\rho_{RR}(\omega) \), which lead us to the usual expression for the current in this limit. The exact expression of \( T(\omega, V) \) is a consequence of the sum of all possible processes, up to infinite order, that take place in the junction.

Eq. (2.24) adopts a simpler form in the small bias limit where the normal system exhibits an Ohmic response. This regime is valid for a bias voltage range much smaller than the typical energy scale for the variation of the normal density of states around the Fermi level. This condition certainly holds for the case we are interested in \( (eV \sim \Delta) \) and is consistent with the assumptions leading to Eq. (2.16). In this limit the coefficient \( T(\omega, V) \) becomes a constant, which we denote as \( \alpha \) for convenience in the notation, given by

\[
T(\omega, V) \approx \frac{4t^{2}/W^{2}}{(1 + t^{2}/W^{2})} \equiv \alpha.
\]

(2.25)

The zero-temperature normal conductance of this normal single-mode contact is given by \( G_{NN} = (2e^{2}/h)\alpha \), which is nothing but the Landauer formula for the single-channel case. Notice that \( \alpha \) can vary between zero and one as a function of \( t \). The \( \alpha \to 0 \) limit is reached both for \( t/W \ll 1 \) and for \( t/W \gg 1 \), while the ballistic limit, i.e. \( \alpha \sim 1 \), is reached when \( t/W \sim 1 \).

\(^{11}\)In Eq. (2.24) we have suppressed the Nambu indexes because we are in the normal case.
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Figure 2.3: Normal transmission $\alpha$ in the linear regime as a function of the ratio $t/W$ (see Eq. (2.25)).

It is worth to further clarify the role of the hybridization parameter $t$ within our point contact model. Although in the context of the tunnel Hamiltonian approach it has been customary to identify $\sim t^2$ with the transmission probability, this strictly holds for the tunnel regime (lowest order perturbation theory in $t$). However, the actual expression for the contact transparency (Eq. (2.25)), including all order processes is a non-linear function of $t^2$. While the ballistic condition is achieved for $t^2/W^2 \sim 1$, the way in which $\alpha$ approaches unity is completely different from $\sim t^2/W^2$. $^{12}$

$^{12}$In Ref. [124] a detailed discussion on the derivation of Eq. (2.25) by a different perturbative formalism and its range of validity can be found. As stated in this reference, finite order perturbation in the coupling $t/W$ is only valid for $t/W < 1$, while for $t/W > 1$ finite order perturbation theory breaks down together with the appearance of bound states outside the metallic band. This fact could lead to the conclusion that Eq. (2.25) is not valid for $t/W > 1$. However, being the result of the summation of the complete infinite series, Eq. (2.25) is actually a nonperturbative result valid even for the somewhat academic case $t/W > 1$. In fact, by comparing this expression with the normal transmission coefficient of the $\delta$-like scattering potential model used by BTK, the equivalence of both models arises by identifying $Z = [1 - (t/W)^2]/(2t/W)$, where $Z$ is the parameter controlling the barrier strength. Thus, one can associate the case $t/W < 1$ with a repulsive barrier ($Z > 0$), and the case $t/W > 1$ with an attractive $\delta$-like potential ($Z < 0$), which certainly would lead to a
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In the N-S case ($\Delta_L = 0$, $\Delta_R = \Delta$) starting from Eqs. (2.20-22) after some simple algebra (see Appendix B for details) we obtain the following expression for the current as the sum of four different contributions $I = I_1 + I_2 + I_3 + I_A$, where

$$
I_1 = \frac{8e}{\hbar} n^2 t^2 \int_{-\infty}^{\infty} d\omega \left[ 1 + tG_{RL,11}(\omega) \right]^2 \times \rho_{LL,11}(\omega - eV)\rho_{RR,11}(\omega) [n_F(\omega - eV) - n_F(\omega)]
$$

$$
I_2 = \frac{16e}{\hbar} n^2 t^2 \int_{-\infty}^{\infty} d\omega \text{Re} \left\{ tG_{LR,21}^a(\omega) \left[ 1 + tG_{RL,11}^r(\omega) \right] \right\} \times \rho_{LL,11}(\omega - eV)\rho_{RR,12}(\omega) [n_F(\omega - eV) - n_F(\omega)]
$$

$$
I_3 = \frac{8e}{\hbar} n^2 t^2 \int_{-\infty}^{\infty} d\omega |G_{RL,12}(\omega)|^2 \rho_{LL,11}(\omega - eV)\rho_{RR,22}(\omega) [n_F(\omega - eV) - n_F(\omega)]
$$

$$
I_A = \frac{8e}{\hbar} n^2 t^2 \int_{-\infty}^{\infty} d\omega |G_{RR,12}(\omega)|^2 \times \rho_{LL,11}(\omega - eV)\rho_{LL,22}(\omega + eV) [n_F(\omega - eV) - n_F(\omega + eV)].
$$

Written in this form, each contribution has a clear interpretation in terms of elementary processes that an electron may undergo in the interface.\textsuperscript{13} For this purpose, we must inspect the spectral densities involved in each case. Thus, $I_1$ corresponds to normal electron transfer between the electrodes, and reduces to Eq. (2.23) in the N-N case. $I_2$ corresponds also to a net transfer of a single electron with creation or annihilation of pairs as an intermediate state. On the other hand, $I_3$ arises from processes where an electron in the normal electrode is converted into a hole in the superconducting side, i.e. processes with “branch crossing” in the BTK language [63], or an Andreev transmission process [125]. Finally, $I_A$ arises from Andreev reflection processes in which an electron (with an associated spectral weight $\rho_{LL,11}(\omega - eV)$) is transmitted from the left to the right electrode with a hole reflecting backwards into the normal electrode (with an associated spectral weight $\rho_{LL,22}(\omega + eV)$) while a Cooper pair is created in the superconducting side with a probability proportional to $|G_{RR,12}(\omega)|^2$.\textsuperscript{14}

The current $I_{NS}$ can be expressed in a simple form as follows. We group together the first three terms, which corresponds to the transfer of one electronic charge. So, the current is given by

\\textsuperscript{13}Eq. (2.26) is written in the electron space. So, we will only speak about the processes that an electron undergoes. A hole undergoes similar processes.

\textsuperscript{14}We have only spoken about the processes that an incoming electron from the normal side undergoes. Of course, a quasiparticle coming from the superconducting side would undergo complementary processes, and finally each contribution to the current is given by the balance between the current in both senses.
\[ I_{NS} = \frac{2e}{h} \int_0^\infty d\omega \left\{ T_N(\omega)[n_F(\omega - eV) - n_F(\omega)] + 2 R(\omega)[n_F(\omega - eV) - n_F(\omega + eV)] \right\}, \] (2.27)

where \( T_N(\omega) \) is the transmission probability of an electron at the corresponding energy, given by the sum of the first three terms. On the other hand, \( R(\omega) \) is the Andreev reflection probability. The previous expression has a very appealing form and tell us that the current is given by the sum of the probabilities of the different processes weighted by their corresponding charges.

With the same simplifying assumptions leading to Eq. (2.25), i.e. assuming a constant normal density of states around the Fermi level, the coefficients \( T_N \) and \( R \) adopt the following form in terms of the normal transmission coefficient \( \alpha \):

\[
T_N(\omega) = \begin{cases} 
0 & \text{if } |\omega| \leq \Delta \\
\frac{\alpha (1-\Delta^2/\omega^2) + (2-\alpha)\sqrt{1-\Delta^2/\omega^2}}{\alpha (2-\alpha)} & \text{if } |\omega| \geq \Delta
\end{cases}
\]

\[
R(\omega) = \begin{cases} 
\frac{\alpha^2}{\alpha (2-\alpha)\sqrt{1-\Delta^2/\omega^2}} & \text{if } |\omega| \leq \Delta \\
\frac{\alpha^2}{\alpha (2-\alpha)\sqrt{1-\Delta^2/\omega^2}} & \text{if } |\omega| \geq \Delta
\end{cases}
\]

(2.28)

Therefore, we have a non-linear differential conductance that at zero temperature is given by \( G_{NS}(V) = (2e^2/h) [T_N(V) + 2R(V)] \), which adopts the form

\[
G_{NS}(V) = \begin{cases} 
\frac{4e^2}{h} \frac{\alpha^2}{(2-\alpha)^2 - 4(1-\alpha)(\frac{eV}{\Delta})^2} & \text{if } eV \leq \Delta \\
\frac{4e^2}{h} \frac{\alpha}{\alpha (2-\alpha)\sqrt{1-\Delta^2/\omega^2}} & \text{if } eV > \Delta
\end{cases}
\]

(2.29)

This expression is equivalent to the one obtained with the BTK model \[63\] with the correspondence \( Z = [1 - (t/W)^2]/(2t/W) \) commented above. Thus, it is now clearer the equivalence between the scattering formalism and the Hamiltonian approach.

Fig. 2.4(a) shows the conductance \( G_{NS} \) (Eq. (2.29)) for different values of the normal transmission. Such conductance rises from \( (4e^2/h)\alpha^2/(2-\alpha)^2 \) at \( V = 0 \) to the value \( 4e^2/h \) at \( eV = \Delta \), and finally tends to the normal value at \( eV \gg \Delta \). It is worth noticing that the conductance value at \( eV = \Delta \) is independent of the transmission. This is a result which cannot be obtained by finite perturbation theory and requires to sum up the processes up to infinite order. In particular, the traditional tunnel
Figure 2.4: Zero-temperature differential conductance (a) and current (b) in a single-channel N-S contact as a function of voltage for different normal transmissions.

theory predicts a conductance $G_{NS}$ proportional to the BCS density of states, i.e.
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a conductance that strictly diverges at $eV = \Delta$. Usually the disappearance of this divergence in the experiments has been attributed to the fact that the BCS divergence is rounded off by an inelastic mechanism. However, as we have shown above, this divergence is not even present within the BCS framework. These types of nonperturbative results are specially important in the S-S case [126], as we shall show below.

It is also possible to obtain an analytical expression for the zero-temperature current. Such expression has the form

\[
I_{NS}(V) = \frac{e\Delta}{h} \frac{\alpha^2}{(2 - \alpha)\sqrt{1 - \alpha}} \ln \left( \frac{2 - \alpha + 2(eV/\Delta)\sqrt{1 - \alpha}}{2 - \alpha - 2(eV/\Delta)\sqrt{1 - \alpha}} \right) \quad \text{si } eV \leq \Delta
\]

\[
I_{NS}(V) = \frac{e\alpha\Delta}{h} \left\{ \frac{\alpha}{(2 - \alpha)\sqrt{1 - \alpha}} \ln \left( \frac{2 - \alpha + 2\sqrt{1 - \alpha}}{2 - \alpha - 2\sqrt{1 - \alpha}} \right) + \frac{\alpha(x - 1) + 2(2 - \alpha)\sqrt{1 - x^2}}{x(1 - \alpha)} \right\} + \frac{\alpha(2 - \alpha)}{2(1 - \alpha)^{3/2}} \ln \left( \frac{[x\sqrt{1 - \alpha} + (1 + \sqrt{1 - x^2})][-1 + \sqrt{1 - \alpha}]}{[x\sqrt{1 - \alpha} + (1 - \sqrt{1 - x^2})][1 + \sqrt{1 - \alpha}]} \right) \quad \text{si } eV \geq \Delta,
\]

where $x = \Delta/eV$. Fig. 2.4(b) shows this function for different transmissions. One of the remarkable features of the current is the presence of an excess current at voltages $eV \gg \Delta$ with respect to the normal case ($I_{NN}$). Eq. (2.30) permit us to analyze in detail this excess current defined as $I_{exc} = \lim_{V \to \infty} (I_{NS} - I_{NN})$, as a function of the contact transmission. We find the following expression at zero temperature:

\[
I_{exc} = \frac{e\alpha^2}{h} \left[ 1 - \frac{\alpha^2}{2(2 - \alpha)\sqrt{1 - \alpha}} \ln \left( \frac{1 + \sqrt{1 - \alpha}}{1 - \sqrt{1 - \alpha}} \right) \right].
\]  

(2.31)

Fig. 2.5 shows this function. As can be seen, the excess current is positive for any transmission, however it can be difficult to measure it for two reason. The first one is that for voltages greater than the gap, heating effects can distort the I-V curves [58]. The second one is that the excess current is defined as an asymptotic limit, and therefore in order to measure it one has to investigate sufficiently large voltages. On the other hand, for $\alpha = 1$ the well-known result for the ballistic contact $I_{exc} = (8/3)e\Delta/h$ is recovered [62, 127].
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2.4 Single channel superconducting quantum point contact

In this section we shall analyze in detail the case of a single channel S-S contact with arbitrary constant bias voltage. So far we have shown that with our model we recover classical results of the scattering theory. Let us see now the novel results that our Hamiltonian approach provides.

In the S-S case the problem does not admit a stationary solution, and the Green functions depend on two temporal arguments, making the problem very complex. Let us see how to solve it.

For the case of a S-S contact with finite bias voltage it is convenient to start from the Hamiltonian (2.8) in which the applied bias is taken into account through a time-dependent phase factor in the hopping element, which in the Nambu representation has the form

\[
\hat{t} = \begin{pmatrix}
t e^{i\phi(\tau)/2} & 0 \\
0 & -t e^{-i\phi(\tau)/2}
\end{pmatrix},
\]

Figure 2.5: Zero-temperature excess current for a N-S junction as a function of transmission.
where $\phi(\tau) = \phi_0 + 2eV\tau/\hbar$ is the time-dependent superconducting phase difference.

This explicit time dependence implies, as we shall show below, that all dynamic quantities can be expanded as a Fourier series in all possible harmonics of the fundamental frequency $\omega_0 = 2eV/\hbar$. In particular, the current can be expressed as

$$I(\tau) = \sum_{m=-\infty}^{\infty} I_m e^{im\phi(\tau)}. \quad (2.33)$$

This is the general expression of the Josephson effect in a superconducting quantum point contact, which indicates that in a SQPC with a constant bias voltage there appear alternating components which oscillate not only with the Josephson frequency $\omega_0$, as in the case of a tunnel junction, but also with all its harmonics. When the voltage tends to zero all the harmonics sum up to yield the supercurrent.

Let us see how the previous expression arises and how every Fourier component, $I_m$, can be expressed in terms of the Green functions. Due to the time dependence of $\hat{\mathcal{I}}$, which is the self-energy in our model, it is easy to realize that the solutions of Eqs. (2.18-19) are Green functions, $\hat{\mathcal{G}}$, which admit a Fourier expansion of the form [128]

$$\hat{\mathcal{G}}(\tau, \tau') = \frac{1}{2\pi} \sum_n e^{in\phi(\tau')/2} \int d\omega \ e^{-i\omega(\tau-\tau')} \hat{\mathcal{G}}(\omega, \omega + n\omega_0/2). \quad (2.34)$$

This relation indicates that the two frequencies of a Green function are not independent. Introducing this expression in Eq. (2.15), we can see that the time-dependent current admit an expansion as in Eq. (2.33)\textsuperscript{15}. On the other hand, it is important to stress that the current components $I_m$ are now independent of the superconducting phase.

Hereafter we shall use the notation $\hat{\mathcal{G}}_{nm}(\omega) \equiv \hat{\mathcal{G}}(\omega + n\omega_0/2, \omega + m\omega_0/2)$ for the different Fourier components. From this definition it is evident that different Fourier components are related by $\hat{\mathcal{G}}_{nm}(\omega) = \hat{\mathcal{G}}_{n,-m,0}(\omega + m\omega_0/2)$.

At this point the problem is to determine the different Fourier components of the current in terms of the different quantities of the model. Within a perturbative scheme one can follow two different paths. Either one can “dress” the propagators, as we did in the N-N and N-S cases, or one can “dress” the perturbation, as in the case of the RPA approximation for an electron gas. We shall follow the latter approach and dress the perturbative potential, which in our case is simply $\hat{\mathcal{I}}$. The dressed or renormalized hoppings, $\hat{T}$, are defined in terms of the Green functions in the following way

\textsuperscript{15}In principle, it seems that in Eq. (2.33) also half-integer harmonics of the frequency $\omega_0$ should appear. However, one can show that these components vanish.
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\[ \hat{T}^{a,r}_{LR}(\tau, \tau') = \hat{\ell}(\tau)\delta(\tau - \tau') + \hat{\ell}(\tau) \hat{G}^{a,r}_{RL}(\tau, \tau') \hat{\ell}(\tau') \]

\[ \hat{T}^{a,r}_{RL}(\tau, \tau') = \hat{\ell}(\tau)\delta(\tau - \tau') + \hat{\ell}(\tau) \hat{G}^{a,r}_{LR}(\tau, \tau') \hat{\ell}(\tau'). \]  

(2.35)

These renormalized hoppings, \( \hat{T} \), have a simple physical interpretation. Basically they are probability amplitudes for the different processes, depending on their Nambu components. Moreover, these quantities verify their own Dyson equations, thus for instance

\[ \hat{T}^{a,r}_{LR}(\tau, \tau') = \hat{\ell}(\tau)\delta(\tau - \tau') + \int d\tau_1 d\tau_2 \hat{\ell}(\tau)\hat{g}^{a,r}_{RR}(\tau - \tau_1)\hat{\ell}(\tau_1)\hat{g}^{a,r}_{LL}(\tau_1 - \tau_2)\hat{T}^{a,r}_{LR}(\tau_2, \tau'). \]  

(2.36)

After some algebra, see Appendix C for details, we get the following expression for the current harmonics \( I_m \) in terms of the renormalized hoppings \( \hat{T}^{a,r}_{nm}(\omega) \)

\[ I_m = \frac{2e}{\hbar} \int d\omega \sum_n \left[ \hat{T}^{a,r}_{LR,0n} \hat{g}^{a,r}_{RR,nn} \hat{T}^{a,r}_{RL,nn,mm} \hat{g}^{a,r}_{LL,mm} - \hat{g}^{a,r}_{LL,00} \hat{T}^{a,r}_{LR,0n} \hat{g}^{a,r}_{RR,nn} \hat{T}^{a,r}_{RL,nn,mm} \right]_{11} + \hat{g}^{a,r}_{RR,00} \hat{T}^{a,r}_{RL,0n} \hat{g}^{a,r}_{LL,nn} - \hat{T}^{a,r}_{RL,0n} \hat{g}^{a,r}_{LL,nn} \hat{T}^{a,r}_{RL,nn,mm} \]  

(2.37)

One can show that there exists the general relation \( \hat{T}^{a,r}_{RL,nn}(\omega) = \hat{T}^{a,r\dagger}_{LR,nn}(\omega) \). Thus, we shall express the current only in terms of the hoppings \( \hat{T}^{a,r}_{LR,nn} \), which hereafter we denote as \( \hat{T}^{a,r}_{nm} \). In terms of these latter hoppings the current for a symmetric junction can be written as

\[ I_m = \frac{2e}{\hbar} \int d\omega \sum_n \left[ \hat{T}^{a,r}_{0n} \hat{g}^{a,r}_{nn} = \hat{T}^{a,r\dagger}_{mn} \hat{g}^{a,r}_{mm} - \hat{g}^{a,r}_{00} \hat{T}^{a,r}_{0n} \hat{g}^{a,r}_{nn} \hat{T}^{a,r\dagger}_{mn} \right]_{11} + \hat{g}^{a,r}_{00} \hat{T}^{a,r}_{0n} \hat{g}^{a,r}_{nn} - \hat{T}^{a,r}_{0n} \hat{g}^{a,r}_{nn} \hat{T}^{a,r\dagger}_{mn} \hat{g}^{a,r}_{mm} \]  

(2.38)

where we have suppressed the site indexes \( L \) and \( R \) in the Green functions of the uncoupled electrodes.

The problem is now reduced to the evaluation of the components \( \hat{T}_{nm} \). From Eq. (2.36) it can be seen that these (advanced and retarded) components satisfy a set of linear equations of the form

\[ \hat{T}_{nm} = \hat{\ell}_{nm} + \hat{\ell}_{n} \hat{T}_{nm} + \hat{V}_{n,n-2} \hat{T}_{n-2,m} + \hat{V}_{n,n+2} \hat{T}_{n+2,m}. \]  

(2.39)

These equations are mathematically equivalent to those describing the motion of electrons in a tight-binding linear chain with “site energies”, \( \hat{\ell}_{n} \), and “nearest-neighbor couplings”, \( \hat{V}_{n,n-2} \) and \( \hat{V}_{n,n+2} \). The detailed expressions of \( \hat{\ell}_{n} \) and \( \hat{V}_{n,n} \) in
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terms of the unperturbed Green functions are given in Appendix C. This analogy allows us to obtain the Fourier coefficients $\hat{T}_{nm}$ using standard recursion techniques. In particular, one can show that the following recursive relation holds

$$\begin{align*}
\hat{T}_{n+2,m}(\omega) &= \hat{\varepsilon}^+ [\omega + (n - 1)\omega_0] \hat{T}_{nm}(\omega), \quad n \geq 1, \\
\hat{T}_{n-2,m}(\omega) &= \hat{\varepsilon}^- [\omega + (n + 1)\omega_0] \hat{T}_{nm}(\omega), \quad n \leq -1,
\end{align*}$$

(2.40)

where the transfer matrix $\hat{\varepsilon}^\pm$ satisfies the equation

$$\hat{\varepsilon}^\pm(\omega) = \left[\hat{I} - \hat{\epsilon}_{\pm} \hat{V}_{\pm,\pm5} \hat{\varepsilon}^\pm(\omega \pm \omega_0)\right]^{-1}.$$  \hspace{1cm} (2.41)

Clearly, as the transfer matrix $\hat{\varepsilon}^\pm$ connects consecutive harmonics of $\hat{T}$, it can be viewed as a generating function which introduces the effect of a unitary Andreev reflection process. The problem has been reduced to the calculation of only two matrix coefficients like, for instance, $\hat{T}_{1,0}$ and $\hat{T}_{-1,0}$ as a starting point for generating the rest of the components.

In summary, the basic mathematical difficulty lies in the evaluation of the transfer matrix functions $\hat{\varepsilon}^\pm$ from Eq. (2.41). In principle, this equation gives rise to an infinite system that cannot be solved analytically for arbitrary voltages. We shall show analytical results for the cases of $eV/\Delta \to 0$ and $eV/\Delta \to \infty$. For intermediate voltages, an accurate numerical solution of Eq. (2.41) can be obtained.

The rest of this section is organized as follows. Next we shall analyze in detail the dc current component. Then, we shall study the ac current components, and finally we shall investigate the interesting small bias voltage limit.

2.4.1 DC current

This section is devoted to the analysis of the dc current in a single-channel SQPC. The overall features of the I-V characteristics have been calculated by different authors: Octavio et al. [64], Zaitsev [127] and Arnold [71]. Recently, more quantitative and detailed analysis are being reported. In particular, Bratus\textit{ et al.} [129] have analyzed the tunnel limit and Averin and Bardas [130] have analyzed the case of arbitrary transmission using the scattering formalism. We shall comment below the comparison of our results with the different theories.

Fig. 2.6 shows the numerical result \footnote{The results of Fig. 2.6 were obtained for $n = 0$.} for the zero-temperature dc current in a symmetric junction, together with the corresponding differential conductance $G = dI/dV$. As can be observed in Fig. 2-6(a), the current for $eV < 2\Delta$ is a highly non-linear function of the voltage. In particular, there appears some structure at voltages $eV \sim 2\Delta/n$ ($n$ integer), known as subharmonic gap structure (SGS), which is more pronounced in the tunnel limit ($\alpha \ll 1$) where becomes a series of steps
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Figure 2.6: Zero-temperature dc current (a) and differential conductance (b) as a function of voltage for different transmissions in a single channel S-S contact. In the case of the current (a) the transmission from bottom to top are $\alpha = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99, 1.0$. $G_N$ is the normal conductance of the single channel given by $G_N = (2e^2/h)\alpha$. 
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at such voltages. In the contrary, as the transmission increases the subharmonic structure is smoothed and is completely washed out for $\alpha \rightarrow 0$. The SGS is already clear in the I-V curves, but we can see it more clearly in the conductance (see Fig. 2.6(b)). As can be observed, there are conductance maxima at $eV \sim 2\Delta/n$. It is also worth noticing the presence of $G < 0$ in some subharmonic gap current steps. Other interesting features are the huge conductance near zero voltage for transmissions close to 1 and a finite value of the dc current at $V = 0$ for $\alpha = 1$. On the other hand, at voltages much greater than the gap the contact exhibits an excess current with respect to the normal case. Next, we shall analyze the origin of all these features.

In order to understand the nature of the subharmonic gap structure we first analyze the tunnel limit ($\alpha \ll 1$). Before showing some analytical results in this limit, let us explain qualitatively the origin of such a structure. As it has been pointed out by several authors [62, 64, 71], this structure is due to the occurrence of multiple processes, known as Multiple Andreev Reflections (MAR), in the junction. We shall explain the nature of these processes and the origin of the current steps at $eV \sim 2\Delta/n$ using the schematical representation of Fig. 2.7. Let us assume zero temperature. As it is indicated in the upper panel of this figure, as the voltage reaches the gap ($eV = 2\Delta$) quasiparticle tunneling can occur, giving rise to the current step at this voltage. Of course, this process gives a contribution to the current proportional to the transmission $\alpha$ and dominates the current in the tunnel limit for $eV > 2\Delta$.

When $eV = \Delta$ a simple Andreev reflection can take place (see second panel in Fig. 2.7). This Andreev reflection is quite similar to the one that takes place in a N-S contact and gives rise to the current step at $eV = \Delta$. In this process an electron is reflected as a hole (its corresponding time-reverse state), transferring a Cooper pair to the other electrode. In this process both the electron and the hole gain an energy equal to $eV$ every time they cross the interface. Thus, this process ends when the hole finds an empty state in the initial electrode, what can only happen when $eV \geq \Delta$, which gives rise to the current step at $eV = \Delta$. In this simple Andreev reflection a Cooper pair is transferred, it gives a contribution proportional to $\alpha^2$ and in the tunnel limit it is the main contribution for voltages $\Delta < eV < 2\Delta$.

When the voltage reaches $eV = 2\Delta/3$ a triple process known as a multiple Andreev reflection can take place. As can be seen in the third panel of Fig. 2.7, this process takes place as follows: when an electron approaches the interface can be Andreev reflected, the corresponding reflected hole has not enough energy to reach an empty state in the initial electrode. However, this hole can also be Andreev reflected transmitting a Cooper pair of holes to the initial electrode and giving rise to a new electron that now has enough energy to reach an empty state in the second electrode. The contribution of this process is proportional to $\alpha^3$, needs a voltage $eV > 2\Delta/3$ and gives rise to the transfer of a Cooper pair plus a quasiparticle. This
Figure 2.7: Schematical representation of the multiple Andreev reflections in the tunnel limit. In the left hand side we show the energy trajectories of the different processes and in the right hand side their contributions to the current.
process gives the main contribution for voltages $2\Delta/3 < eV < \Delta$ in the tunnel limit.

It is now easy to understand how the complete series of current steps arises. In general, a $n$-order multiple Andreev reflection, like the one depicted in the lower panel of Fig. 2.7, consists of a cascade of reflections in which $n$ quasiparticles cross the barrier until one finds an available state in one of the electrodes. In order to have this $n$-order process a minimum voltage $eV = 2\Delta/n$ is needed. This process gives a contribution proportional to $\alpha^n$ and in the tunnel limit is the main contribution for $2\Delta/n < eV < 2\Delta/(n+1)$. Finally, notice that there is a difference between the even- and odd-order Andreev reflections. While the even-order reflections end with the transmission of a hole, odd-order ones end with the transmission of an electron. The electron-hole symmetry that we have assumed implies that there is no difference between both series of current steps. So in summary, the subharmonic gap structure is due to the opening of multiple Andreev reflections at voltages $eV_n = 2\Delta/n$.

This picture about the origin of the subharmonic structure in the tunnel limit is supported by analytical results that we now describe. In the tunnel limit one can describe the transport by means of a sequential picture in which one identifies the probability $R_n$ of a $n$-order multiple Andreev reflection\(^{17}\):

$$R_n(\omega, V) = \frac{\pi^2 \alpha^n}{\mathcal{D}^{n-1}} \left[ \prod_{i=1}^{n-1} P(\omega - ieV) \right] \rho(\omega - neV)\rho(\omega) \quad ; \quad \omega \in [\Delta, neV - \Delta], \quad (2.42)$$

where $\rho(\omega) = |\omega|/\sqrt{\omega^2 - \Delta^2}$ is the dimensionless BCS density of states and $P(\omega) \sim \Delta^2/(\Delta^2 - \omega^2)$ is the probability of creating a Cooper pair at energy $\omega$. Before giving the exact expression of $P(\omega)$, notice that these probabilities have a simple interpretation in the framework of a sequential picture. Simply, $R_n$ is proportional to the probability of crossing $n$ times the barrier ($\alpha^n$), proportional to the probability of creating $n - 1$ Cooper pairs and proportional to the initial and final density of states. Notice that in order to have a non-zero probability $R_n$ the voltage must be $eV \geq 2\Delta/n$.

In the previous expression, the probability of creating a Cooper pair has the form: $P(\omega) = |f(\omega)/D(\omega)|^2$, where $f(\omega) = \Delta/\sqrt{\Delta^2 - \omega^2}$ is the dimensionless anomalous BCS Green function for the uncoupled electrodes. On the other hand, the denominator is equal to $D(\omega) = 1 - (\alpha/4)g(\omega)(g_1(\omega) + g_{-1}(\omega)) - (\alpha^2/16)g_1(\omega)g_{-1}(\omega)$, where $g_\omega(\omega) \equiv g(\omega + ieV)$ is the dimensionless Green function given by $g(\omega) = -\omega/\sqrt{\Delta^2 - \omega^2}$. Moreover, the term $n = 1$ in Eq. (2.42) corresponds to the quasiparticle term and should be understood as

$$R_1(\omega, V) = \frac{\pi^2 \alpha}{[D(\omega)]^2} \rho(\omega - eV)\rho(\omega) \quad ; \quad \omega \in [\Delta, eV - \Delta]. \quad (2.43)$$

\(^{17}\)In this expression we have used explicitly the electron-hole symmetry.
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It is important to remark that, although $R_n$ is proportional to the BCS density of states, it does not diverge at all (it is truly a probability bounded between 0 and 1). Indeed, Eq. (2.42) is a nonperturbative result in which the divergencies appearing in the perturbative expansion have been renormalized in a natural way.

In terms of the $R_n$ the current in the tunnel limit can be written in a very simple form

$$I_0(V) = \frac{2e}{\hbar} \int d\omega \sum_{n=1}^{\infty} nR_n(\omega, V). \tag{2.44}$$

This expression indicates that the current can be written as a sum of the Andreev reflection probabilities weighted by their corresponding charges. Fig. 2.8 shows the comparison between the tunnel result of Eq. (2.44) and the exact numerical result.

The expression for the tunnel current allows us to understand better several things. For instance, as one can see in Fig. 2.6, the subharmonic structure consists of a series of abrupt steps only in the tunnel regime and it is progressively washed out as the transmission increases. Eq. (2.42) for the $R_n$ indicates that a multiple Andreev reflection probability is proportional to initial and final quasiparticle densities of states. Moreover, in the tunnel limit these densities are truly BCS densities of states and thus diverge at the gap edges. This implies that when the opening of a $n$-order Andreev reflection takes place at a voltage $eV = 2\Delta/n$, its probability reaches a maximum because at this voltage the process starts and ends at the gap edges, giving a finite contribution since its opening. For increasing transmissions the SGS disappears because the lead density of states is no longer a BCS one, due to the finite coupling between the superconductors. In this case, the density of states has no singularities and the contribution of the Andreev reflections is small at their openings.

On the other hand, with the tunnel expression one can understand the appearance in this limit of negative differential conductance near some steps (see Fig. 2.6(b) and Fig. 2.8). When $eV = 2\Delta/n$ a $n$-order Andreev reflection start contributing and its probability reaches a maximum precisely at this voltage because the process begins and ends at the gap edges. As the voltage is increased it is no longer possible that the process takes place between both gap edges. Thus, the current diminishes slightly giving rise to a negative differential conductance. As we keep on increasing the voltage the current increases again because we are increasing the energy window in which the reflection can take place. For larger transmissions a negative conductance is not observed because the density of states is rounded off due to a finite coupling between the superconducting electrodes.

\footnote{In the next chapter we shall analyze the charge of Andreev reflections by means of the analysis of the current fluctuations.}
Figure 2.8: Comparison between the tunnel expression (2.44) (open circles) and the exact result (solid lines) for two transmissions. Notice the logarithmic scale.

Another important information that we can obtain from the tunnel current expression is the value of the current steps, \( I_0^{(n)} \), at voltages \( eV_n = 2\Delta/n \) in the small transparency limit. For this purpose we have to evaluate the current that a \( n \)-order MAR provides just at a voltage \( eV = 2\Delta/n \), i.e.

\[
\delta I_0^{(n)} = \lim_{eV \to 2\Delta/n} \frac{2e}{\hbar} \int_{-\infty}^{\infty} d\omega nR_n(\omega, V).
\] (2.45)

An appropriate way of estimating these current steps as the transmission tends to zero is to approximate the denominators in Eq. (2.42) as 1, i.e. \( D(\omega) \sim 1 \). Thus, the result for the steps coincides with the one obtained with a perturbative expansion, like in the multiple-particle tunneling theory [34, 126]. The result of the integrals yields
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\[ \delta I_0^{(n)} = \frac{e^{2} \alpha^n}{h} \left( \frac{2n}{4^{2n-1}} \right) \left( \frac{n^n}{n!} \right)^2. \]  

(2.46)

As we see, the magnitude of the \( n \)-step is proportional to \( \alpha^n \) because it is due to the opening of a \( n \)-order MAR. This result coincides with the one obtained in Ref. [129]. In particular, Eq. (2.46) for \( n = 1 \) yields the well-known quasiparticle step \( \delta I_0^{(1)} = \pi e \Delta \alpha/h = \pi \Delta/2eR_N \), for \( eV = 2\Delta \). Moreover, Eq. (2.46) indicates that the ratio between consecutive current steps is proportional to the transmission, something which has been confirmed experimentally by Post et al. [85].

When the transmission increases the sequential picture, represented by Eq. (2.44), breaks down due to the interference between the different processes forming a multiple Andreev reflection. As we commented above, the subharmonic structure progressively disappears due to the disappearance of the divergencies of the density of states. The analysis of the current for intermediate transmissions is thus rather complicated and analytical results cannot be obtained. However, in the perfect transmission case the absence of backscattering (no normal reflection) in the contact simplifies the analysis. In this case (\( \alpha = 1 \)) it can be shown, see Appendix C for details, that the dc current adopts the following form for arbitrary temperature

\[ I_0 = \frac{2e}{h} \int_{-\infty}^{\infty} d\omega \sum_{m=0}^{\infty} \left[ \prod_{j=1}^{m} |a_j|^2 \right] \left( 1 - |a_0|^2|a_{m+1}|^2 \right) \{ n_F(\omega) - n_F(\omega + (m+1)eV) \}, \]  

(2.47)

where \( a_j \equiv a(\omega + jeV) \) and \( a(\omega) \) is the amplitude of an Andreev reflection in a N-S interface with perfect transmission, and is given by

\[ a(\omega) = \frac{1}{\Delta} \left\{ \frac{\omega + i\sqrt{\Delta^2 - \omega^2}}{\omega - \text{sign}(\omega)\sqrt{\omega^2 - \Delta^2}} \right\} \text{ for } |\omega| \leq \Delta \]  

(2.48)

This formula allows us to understand why the SGS disappears in the perfect transparency case. When a new Andreev process is opened (\( m \)-th term in Eq. (2.47)), its probability increases slowly starting from zero. Thus, the opening of a new Andreev reflection does not give rise to a current step like in the tunnel regime.

The previous expression also permits to study another interesting feature of the dc current, namely, the finite current value at zero voltage for perfect transmission (see Fig. 2.6). From Eq. (2.47) it is deduced that the zero-temperature dc current saturates at a value \( I_0 = (4e/h)\Delta \) when \( V \to 0 \). This result has been obtained by different authors [131, 130, 132]. We stress that this finite value of the current at zero voltage comes from the contributions of Andreev reflections whose orders tend to infinity as \( 2\Delta/eV \). These contributions are finite due to the perfect transmission. It is evident that in this extreme case any inelastic interaction giving rise to a finite
relaxation energy $\eta$ will play a relevant role in the determination of the current. When the voltage is smaller than this energy $\eta$, this latter becomes the natural cut-off of the Andreev reflections. To be concrete, when a reflection needs a time greater than $\hbar/\eta$ to take place, the inelastic interaction will damp the Andreev reflection. This implies that in a real contact, where $\eta$ is non-zero, the dc current vanishes at zero voltage. The detailed analysis of the complex $V \to 0$ limit will be carried out in section 2.4.3.

Figure 2.9: Zero-temperature excess current in a single channel S-S contact as a function of transmission. The solid line represents the exact result defined as an asymptotic limit. The dotted line corresponds to the excess current obtained numerically at $eV = 6\Delta$. The inset shows the small transparency region, where the numerical results (diamonds) shows a defect current as the transmission goes to zero.

Another relevant feature of the dc current is, as in the N-S case, the large voltage excess current, which can be analytically evaluated within our model for any transmission value. The main simplification in this limit comes from the fact that only the lowest order Andreev reflection process gives a significant contribution to the excess
current [64]. This implies that one can truncate the system of equations (2.39) for harmonic indexes $n > 1$, the resulting simplified system can then be solved explicitly for $T_{1,0}(\omega)$ and $\tilde{T}_{-1,0}(\omega)$ (see Appendix C for details). As shown in this Appendix, the simple result $I_{ex}^{SS} = 2I_{ex}^{NS}$ is obtained for any value of the transmission. This result reduces in the ballistic limit ($\alpha = 1$) to the result obtained in Refs. [127, 62]. Moreover, some authors have reported the existence of a negative excess current for low transmissions [68], which seems to be in contradiction with the above result. However, one should notice that the excess current as defined above is an asymptotic quantity (only valid in the $eV/\Delta \to \infty$ limit). When corrections of order $\Delta/eV$ are taken into account one actually can have a defect instead of an excess current for sufficiently low transmission. Thus for instance, Fig. 2.9 shows the comparison between the excess current given by the exact formula and the numerical result for $eV = 6\Delta$. As can be observed in the inset, there is a defect for $\alpha \ll 1$.

So far we have analyzed the subharmonic structure at zero temperature. Next, we shall briefly comment how this structure is modified by a finite temperature. Fig. 2.10 shows the evolution of the SGS with temperature in reduced units for different transmissions. In panel (a) we see that the temperature progressively smooths the SGS and increases the current for low transmissions. This is a simple consequence of the thermal excitation of quasiparticles. On the other hand, for intermediate transmissions the structure inside the gap is only slightly modified by the effect of temperature (see panel (b) and (c)). For perfect transmission the temperature reduces slightly the current, specially at small voltages (see panel (d)). This is due to the fact that the multiple Andreev reflected quasiparticles reach states that would be empty at zero temperature, but at finite temperature there is certain probability of being occupied, giving rise to a reduction of the current. Finally, in Ref. [132] a detailed analysis of the finite temperature SGS for perfect transmission of an asymmetric S-S contact can be found.

Due to the experimental interest of the dc current, we shall devoted the rest of this subsection to a comparison of our results with other theories. As commented above, there are several works analyzing the I-V curves for arbitrary transmission.Probably, the most important model is the OTBK one [64] commented in the previous chapter. Fig. 2.11 shows the dc current obtained with the OTBK model [68] and our results for different transmissions. As can be observed, there are clear differences in the current and we do not need to show the differential conductance. In general, the SGS obtained with our model is more pronounced. Both models only coincide for the perfect transmission case. In our opinion, the discrepancies are due to the fact that in the OTBK model a S-N-S is treated as two N-S contacts in series, in the sense that the probability of a multiple process is given by the product of the processes that take place in the interfaces, neglecting the possibility of that a quasiparticle interferes with itself. This is only valid in the absence of normal reflec-
Figure 2.10: Finite temperature I-V characteristics for four transmissions. The temperature is in unit of the critical temperature and the voltage is normalized to the temperature dependent gap.

...tion of the contact, explaining that both models only coincide quantitatively in the case of perfect transparency. Thus, the main conclusion of this comparison is that for describing properly the electronic transport in a SQPC a coherence and purely quantum-mechanical description is needed.

Another remarkable theory is the one developed by Arnold [71] and commented in Chapter 1. A comparison between Figs. 1.8 and 2.6 shows the qualitative agreement between both theories.

Finally, we discuss the results obtained by Averin and Bardas [130] using the scattering formalism. These authors carried out independently a description of the ac Josephson effect in a single channel contact. Fig. 2.12 shows the dc current for both theories for different transmissions. As can be observed, both models give quantitatively the same description for the transport in a SQPC, as one would expect taking into account that both models share the same physical ingredients. Moreover,
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Figure 2.11: Zero-temperature I-V characteristics in the OTBK model (upper panel) [68] and in our theory (lower panel) for different transmissions. In both cases the dashed line indicates the normal case.
Figure 2.12: Zero-temperature I-V curves for our model (solid lines) and the model of Averin and Bardas [130] (open circles) for different transmissions.

the I-V curves has been lately obtained by Bratus et al. [133] using also the scattering formalism.

2.4.2 Ac current components

This section is devoted to the analysis of the ac current components. The algorithm described in section 2.4 allows an efficient evaluation of the higher order ac components of the current. For the following analysis we decompose the ac current, Eq. (2.33), into its dissipative $I_D$ and non-dissipative $I_S$ contributions given respectively by

$$I_D = I_0 + \sum_{m=1}^{\infty} I_m^D \cos m\phi(\tau)$$

(2.49)

and
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\[ I_S = \sum_{m=1}^{\infty} I_m^S \sin m\phi(\tau), \quad (2.50) \]

where \( I_m^D = 2\text{Re}(I_m) \) and \( I_m^S = -2\text{Im}(I_m) \).

Due to the inclusion in the current of multiple processes there appear all the harmonics of the Josephson frequency. It is easy to show that the lowest order contribution of the \( m \)-th current component goes like \( \alpha^m \). The results obtained for the three components \( I_m^D \) and \( I_m^S \) are shown in Figs. 2.13 and 2.14. As can be seen, these components also exhibit a pronounced subgap structure. Moreover, these components become exponentially small for bias voltages larger than \( \Delta/n \). On the contrary, when \( eV < \Delta/n \) the decay of the ac components with increasing \( n \) becomes slower. The analysis of the higher order components reveals a decay for \( eV < \Delta/n \) close to an inverse power law. As a consequence of this slow decay, one is forced to take an increasing number of ac components into account in order to adequately describe the behavior at small bias. This will be the subject of the next subsection.

Let us say a few words about the observability of these alternating components. Due to their fast oscillation, it is difficult to observe them in a direct measurement of the I-V characteristics. However, they manifest in a direct way in the case of \( eV \to 0 \), both in the supercurrent (sinusoidal components) or in the linear conductance (cosinusoidal components), as we shall show below. Traditionally, the ac current components have been investigated by means of the application of a radiation to the contact. As it is well-known, the dc current is modified by the application of a laser radiation, appearing the well-known Shapiro steps [27, 21]. In a superconducting tunnel junction, when the condition \( \omega_0 = m\omega_r \) is satisfied, where \( \omega_0 = 2eV/h \) is the Josephson frequency, \( \omega_r \) is the radiation frequency and \( m \) is an integer number, then a new step in the dc current appears. The Shapiro step heights depend on the ac current components [21], which in the case of a tunnel junction reduce to the first harmonic. In the case of a transmissive point contact, the application of a radiation would provoke the appearance of a greater number of steps, according to the relation \( \omega_0 = (m/n)\omega_r \) with \( m, n \) integers, and their heights will depend on the explicit form of the ac current components. This would be an appropriate way of testing our predictions for the ac current components.

2.4.3 Small bias regime \( (eV \ll \Delta) \)

In this subsection we concentrate in the \( eV/\Delta \to 0 \) case, which turns out to exhibit a remarkable variety of different regimes according to the values of the parameters \( \alpha \Delta \) and the inelastic scattering rate \( \eta \). As \( eV \to 0 \), the ac components oscillate more slowly, and at zero voltage these components give rise to the supercurrent. There are a lot of questions that naturally arise when one analyzes this limit: how does the
Figure 2.13: The first three ac components of the dissipative current for different values of the normal transmission at zero temperature.
Figure 2.14: The first three ac components of the nondissipative current for different values of the normal transmission at zero temperature.
current pass form its dissipative branch \( I_0 \) to the supercurrent branch at \( V = 0 \)?, does it cross a linear regime?, if it does, how does the linear conductance vary as a function of the superconducting phase?, does it take place like in the tunnel theory?, what can we say about the long-standing “cos \( \phi \) problem”? (see Chapter 1). We shall try to answer some of these questions during the analysis of the small bias regime.

As we commented above, the main difficulty for obtaining quantitative results in this limit lies in the fact that the order of the Andreev reflections that contribute to the current grows with decreasing \( V \) as \( \sim \Delta/eV \). Furthermore, the amplitudes of these multiple processes do not decay when \( (V, \eta) \to 0 \) leading to the appearance of divergencies in the perturbative expansion in the coupling \( \tilde{t} \). Again, a complete summation of the perturbative series is needed in order to regularize these divergencies. An additional difficulty arises, as will be discussed below, from the fact that the limits \( V \to 0 \) and \( \eta \to 0 \) do not actually commute.

When the order of a multiple Andreev reflection increases there are two possible cut-offs for these processes, apart from of course the contact transmission. One is the bias voltage and the other is the energy relaxation rate \( \eta \) associated to inelastic scattering mechanisms. When the voltage is large enough a MAR ends outside the gap and its probability reduces greatly. Another cause for the MARs decay is the occurrence of inelastic processes inside the leads. If the time elapsed for the occurrence of a MAR is greater than \( \hbar/\eta \), then the MAR will be damped or killed. Depending on the effective damping mechanism we can have two regimes: the case of \( (eV/\Delta \to 0) \) with finite \( \eta \), analyzed in our works [111]; and the case of \( (eV/\Delta \to 0) \) with negligible \( \eta \) analyzed by Averin and Bardas [130]. In this subsection we shall analyze in detail the main results for both regimes and the conditions for their observability in a actual SQPC.

**Linear regime**

In the case of \( eV/\Delta \to 0 \) with \( \eta > eV \), the energy relaxation rates becomes the damping mechanism that controls the MARs. In this case, one can linearize the current expression (2.38) with respect to voltage, separated in its dissipative and nondissipative components. The linear expression can be obtained by expanding the Fermi functions appearing in the functions \( g^{+\rightarrow} \) up to first order in \( eV \). Doing this and after some algebra (see Appendix C for details) we obtain

\[
I_0 = \frac{2e^2}{\hbar}\beta V \int_{-\infty}^{\infty} d\omega \text{sech}^2\left(\frac{\beta\omega}{2}\right) \sum_{n-odd \geq 0} n \text{Re}\left\{ \text{Tr} \left( \hat{\sigma}_x \hat{T}^{\text{nl}}_n (\hat{g}_0^a - \hat{\tilde{g}}^a_0) \hat{T}^{\text{nl}}_n \hat{g}_0^a \right) \right\}
\]

\[\text{Notice that now we express the current only in terms of the advanced hoppings.}\]
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\[ I_m^D = \frac{2e^2}{h} \beta V \int_{-\infty}^{\infty} d\omega \, \text{sech}^2 \left( \frac{\beta \omega}{2} \right) \sum_{n - \text{odd} > 0} n \text{Re} \left\{ \text{Tr} \left( \hat{\sigma}_z \left[ \hat{T}_{n+m}^{\alpha\dagger} + \hat{T}_{n-m}^{\alpha\dagger} \right] (\hat{g}_0 - \hat{g}_0) \hat{T}_n^{\alpha\dagger} \hat{g}_0 \right) \right\} \]

\[ I_m^S = \frac{8e}{h} \int_{-\infty}^{\infty} d\omega \, n_F(\omega) \sum_{n - \text{odd} > 0} \text{Im} \left\{ \text{Tr} \left( \hat{\sigma}_z \left[ \hat{T}_{n+m}^{\alpha\dagger} - \hat{T}_{n-m}^{\alpha\dagger} \right] (\hat{g}_0 - \hat{g}_0) \hat{T}_n^{\alpha\dagger} \hat{g}_0 \right) \right\}, \quad (2.51) \]

where \( \beta = 1/k_B T \), we have again simplified the notation: \( \hat{T}_n \equiv \hat{T}_{n0} \) and now the Green functions for the uncoupled electrodes and the renormalized hoppings are evaluated at zero voltage. Thus, the previous expression indicates that the current in the linear regime adopts the form: \( I(\tau) = I_S(\phi) + G(\phi) V \), where \( I_S(\phi) \) is the supercurrent at \( V = 0 \) and \( G(\phi) \) is the conductance in this linear regime. Let us recall that in the standard tunnel theory (see Chapter 1), the conductance has the form \( G(\phi) = (1 + \epsilon \cos \phi) \). The aim is to obtain analytical expressions for these two terms.

As we shall comment below, according to the value of \( \eta \) and the normal transmission \( \alpha \), one can identify two subregimes within the linear regime: the weakly damped regime (WDR) for \( \eta \ll \alpha \Delta \), and the strongly damped regime (SDR), where \( \eta \gg \alpha \Delta \). For the interesting WDR one can show that the perturbative series for the current is formed by terms that diverge more and more strongly in the \( eV \to 0 \) limit. It is easy to show that the contribution to the current of order \( t^{2n} \), \( n \geq 2 \), diverges like \( \sim t^{2n}/\eta^{n-1} \) (in comparison with the tunnel case where it does like \( t^2 \ln \eta \)). This result is a consequence of the increasing contribution coming from the gap edges. Therefore, a correct answer can only be obtained by means of infinite perturbative expansion.

Within our formalism, analytical results in the small bias limit become feasible since the transfer matrix \( \hat{z}(\omega) \) (see Eq. (2.41)) tends to a scalar quantity having the form of a simple phase factor inside the gap region. As shown in Appendix C for \( (\eta, V) \to 0 \) we find

\[ \hat{z}(\omega) = z(\omega)e^{i\varphi(\omega)}, \quad \Delta \sqrt{1 - \alpha} \leq |\omega| \leq \Delta, \quad (2.52) \]

where

\[ \varphi(\omega) = \arcsin \left( \frac{2}{\alpha \Delta^2} \sqrt{\Delta^2 - \omega^2} \sqrt{\omega^2 - (1 - \alpha) \Delta^2} \right). \quad (2.53) \]

As the multiple Andreev processes are generated by successive applications of \( \hat{z}(\omega) \), Eq. (2.40) indicates that these processes do not decay in this limit inside the gap region. This infinite series of MAR gives rise to the well-known bound states spectrum of a current-carrying SQPC at zero bias voltage [54, 134, 97]. As shown in Appendix C, the positions of these bound states are determined by the condition \( \varphi(\omega) = \phi \), thus appearing inside the gap in positions \( \omega_s \) given by [54, 134, 97]
\[ \omega_s = \pm \Delta \sqrt{1 - \alpha \sin^2(\phi/2)}. \] (2.54)

As we commented above, within this linear regime one can identify two different sub-regimes according to the ratio \( \eta/\alpha \Delta \). The case \( \eta/\alpha \Delta \ll 1 \) corresponds to a situation where MARs are very weakly damped and give the dominant contribution to the current. This is the usual case, except for \( \alpha \ll 1 \). In order to illustrate the dominant contribution of the processes inside the gap in the WDR, we show in Fig. 2.15 the current density corresponding to the dc component \( I_0 \) for three values of the transmission. Three important features of this linear regime are displayed in this figure: firstly, the current density inside the gap increases as \( \sim 1/\eta \) therefore giving the dominant contribution in the weakly damped case; secondly, there is a region inside the gap of width \( 2\Delta \sqrt{1 - \alpha} \) in which the current density vanishes. This is the forbidden energy region for bound states at a given transmission. Finally, in Fig. 2.15(c) one can observe that the contribution of the continuum outside the gap becomes important as \( \alpha < \eta/\Delta \). In the limit \( \eta/\alpha \Delta \gg 1 \) a second sub-regime is reached where the contributions of MAR are heavily damped and the current is dominated by single quasi-particle tunneling processes. Below, we shall analyze the transition between these two sub-regimes.

In order to identify the actual sub-regime for a real SQPC an estimation of the order of magnitude of \( \eta \) is needed. In Ref. [121] \( \eta \) is estimated from the electron-phonon interaction to be a small fraction of the gap for traditional superconductors. Thus, our theory predicts that a real SQPC would generally fall into the weakly damped case except for extremely low transmissions.

In the most interesting case of WDR, one can show that the sum of all harmonics gives rise to the Andreev bound states (\( \omega_s \)) inside the gap, and that they carry all the current. As it is shown in Appendix C, after hard algebra, one obtains the following expression for the supercurrent \( I_S(\phi) \) and the linear conductance \( G(\phi) \) as a function of temperature and contact transmission

\[ I_S(\phi) = \frac{e\Delta}{2\hbar} \frac{\alpha \sin \phi}{\sqrt{1 - \alpha \sin^2(\phi/2)}} \tanh\left(\frac{\beta |\omega_s|}{2}\right) \] (2.55)

and

\[ G(\phi) = \frac{2e^2}{h} \frac{\pi}{16\eta} \left[ \frac{\Delta \alpha \sin \phi}{\sqrt{1 - \alpha \sin^2(\phi/2)}} \text{sech}\left(\frac{\beta |\omega_s|}{2}\right) \right]^2 \beta V, \] (2.56)

where \( \omega_s \) is the position of the bound states inside the gap and \( \beta = 1/k_B T \).

Let us start commenting the expression for the supercurrent as a function of the superconducting phase \( I_S(\phi) \). In Eq. (2.55) we recover the well-known result for the supercurrent. This expression interpolates between the results of Ambegaokar-Baratoff
2.4. SINGLE CHANNEL SUPERCONDUCTING QUANTUM POINT CONTACT

Figure 2.15: Current density for the dc component $I_0$ within the linear regime. (a), (b) and (c) correspond to transmissions $\alpha = 1, 0.65$ and 0.04, respectively. In all cases the full line corresponds to $\eta/\Delta = 1/10$, the dotted line to $\eta/\Delta = 1/25$ and the broken line to $\eta/\Delta = 1/100$. The thermal factor $\text{sech}^2(\beta \omega/2)$ (see Eq. (2.51)) has been extracted from the current density.
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[19] for tunnel limit (see Eq. (1.2)) and the Kulik-Omelyanchuk one for the ballistic case \((\alpha = 1)\) [54] (see Eq. (1.6)). The general case of arbitrary transmission was obtained for the first time by Haberkorn et al. [135] and lately for different authors [70, 136, 134, 137, 108]. Beenakker generalized this result to the case of an arbitrary number channels [97]. In Fig. 2.16 we show this result \(I_S(\phi)\) for different normal transmissions of the contact.

![Graph showing the supercurrent-phase relation](image)

**Figure 2.16:** Zero-temperature supercurrent-phase relation in a S-S contact for different transmissions. The current is normalized to the critical current \(I_C = e\Delta/\hbar\).

As can be seen in Fig. 2.16, when the transmission increases, \(I_S(\phi)\) deviates from the sine-like shape of tunnel limit. Although, this is a result known since certain time ago, the first observation of a non-sinusoidal supercurrent-phase relation took place recently. In an excellent experiment, using atomic contacts created with the breakjunction technique, Koops et al. [138] measured the current-phase characteristic in a ring-shape junction. Their results showed at low temperatures a clear nonsinusoidal behavior with an extremum at phase differences between \(\pi/2\) and \(\pi\). However, they observed certain deviations with respect to the theory. The discrepancies can be mainly due to the fact that for any quantitative comparison between theory and experiment, a detailed knowledge of the transmission distribution is needed. They compared their experimental results with the theory for the ballis-
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tic regime, but it hard to believe that every channel transmit perfectly in an atomic contact (as we discuss in the part II of this thesis). In this sense we believe that the study of the supercurrent-phase relation in SQPCs deserves further investigation.

In the previous calculations we have shown how to obtain the dc Josephson effect starting from the finite voltage case. Thus, we have shown how this effect arises from the infinite sum of Andreev reflection at zero voltage. In this sense, one could say that the dc Josephson effect is simply another manifestation of the multiple Andreev reflections.

Let us now comment the novel result of Eq. (2.56) for the linear conductance \( G(\phi) \). First, the linear conductance depends on \( \eta \) as \( 1/\eta \), i.e. is proportional to the number of MAR taking place before the quasiparticles are inelastically scattered (roughly given by \( \alpha \Delta/\eta \)). This is the expected dependence, \( G \sim \tau_{\text{in}} \), where \( \tau_{\text{in}} \equiv \eta/\eta \), as in the Drude model, and at variance with tunnel divergency \( (\ln(\eta/eV)) \). Moreover, the \( \alpha^2 \) dependence in Eq. (2.56) indicates that the MARs dominate over the quasiparticle processes.

Our theory yields a phase-dependent linear conductance which strongly deviates from the tunnel theory result. In the limit of low barrier transparency, Eq. (2.56) predicts \( G(\phi) \sim 1 - \cos(2\phi) \) instead of \( G(\phi) \sim 1 + \epsilon \cos \phi \) of standard tunnel theory (see Chapter 1). Therefore, the tunnel theory linear conductance can never be recovered in the weakly damped regime. On the other hand, with increasing values of \( \eta \) MARs are progressively damped (the function \( z(\omega) \) is no longer a phase factor, decaying exponentially with \( \eta \)); eventually, when \( \eta \gg \alpha \Delta \) only the lowest-order processes contribute to the current and the tunnel theory expression is recovered.

The Figs. 2.17(a) and 2.17(b) illustrate in an explicit way the transition from the weakly to the strongly damped regimes, allowing to establish precisely the range of validity of our Eq. (2.56) for \( G(\phi) \). In Fig. 2.17(a) the ratio between the exact linear conductance, obtained numerically, and the analytical expression of Eq. (2.56), is plotted as a function of \( \eta/\Delta \) for increasing values of \( \alpha \). As can be observed, this ratio tends to unity for \( \eta/\Delta \) sufficiently small, within a range \( \eta < \alpha \Delta \). On the other hand, the validity of standard tunnel theory in the strongly damped regime is illustrated in Fig. 2.17(b), where the ratio between the exact numerical conductance and the tunnel theory \( (O(t^2)) \) conductance is represented against \( \eta/\Delta \). From this figure it is clear that tunnel theory becomes valid only for sufficiently small \( \alpha \), provided that \( \alpha \ll \eta/\Delta \). In a real contact, where the inelastic scattering rate \( \eta \) can be expected to be a small fraction of \( \Delta \), our expression for \( G(\phi) \) will be valid provided that the transparency is not extremely low.

It is worth mentioning that the strong sensitivity of the dissipative current on a phenomenological inelastic scattering rate was pointed out by several authors during the 1970s. This fact was used for trying to meet an agreement between the standard tunnel theory conductance and the experimental results (for a review on the
Figure 2.17: Transition between the weakly and strongly damped regimes. The ratio between the exact numerical conductance and: (a) the analytical expression given in Eq. (2.56); and (b) the tunnel theory \( O(i^2) \) conductance, plotted against \( \eta/\Delta \). The values of \( \alpha \) considered are: i) 0.15, ii) 0.48, iii) 0.64, iv) 0.78, v) 0.88, vi) 0.95 and vii) 0.99. In all cases the phase is the one corresponding to the maximum supercurrent.

discrepancy between standard tunnel theory and experiments, usually referred to as the "cos(\( \phi \))-problem", see Chapter 1 and Ref. [21]). However, as shown above, when the condition \( \eta < \alpha \Delta \) holds, the standard tunnel theory can never give the correct
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result.

Another interesting limiting case of Eq. (2.56) corresponds to the ballistic regime. In this case and for $T \sim T_C$, $G(\phi)$ behaves approximately as $(1 - \cos \phi)$, in agreement with the result given by Zaitsev [127]. However, the most unusual phase-dependence of $G(\phi)$ appears for high values of the transmission and low temperatures ($k_B T < \Delta$). This is illustrated in Fig. 2.18, where $G(\phi)$ is plotted for two different temperatures and increasing values of the transmission.

The only experiment where the full phase dependence of $G(\phi)$ was measured is, to our knowledge, that of Rifkin and Deaver [42]. Their measured $G(\phi)$ strongly deviates from a $\cos \phi$-like form (see Fig. 1.7), being almost negligible for small values of $\phi$ and exhibiting a large increase around $\phi \sim \pi/2$. In Fig. 2.19 we have tried to do a comparison between the experimental results of Rifkin and Deaver and our theoretical results. As the experiment was performed in a point contact with many channels, we have included curves with different transmissions. In both cases $G(\phi)$ shows an asymmetry around $\phi = \pi/2$, at variance with the form $\cos(\phi)$ of the standard tunnel theory.

The fluctuation-dissipation theorem [139] states that the conductance $G$ in the linear regime is related to the thermal fluctuations of the supercurrent, $S$, through the expression $S = 4k_B T G$. This relation has been confirmed in an independent calculation of the thermal noise carried out by our group [140].

On the other hand, it is interesting to point out the existence of an analogy between our expression for $G(\phi)$ and the conductance of a normal mesoscopic loop threaded by a magnetic flux [142]. The reason for this analogy lies in the fact that in both systems the current is mainly carried by two-phase dependent discrete levels.

Finally, let us say a few words about the observability of the linear conductance. The main problem is the difficulty for fixing the voltage when $eV \ll \Delta$. Thus, our theory could not be directly applicable to this limit. In this case one should solve the equation of the circuit taking into account the influence of the different circuit elements. This has been carried out successfully by Vion et al. [141] for the case of a tunnel junction. These authors determined the influence of the environment in the value of the current at which the jump to the dissipative regime takes place, known as switching current, which in general is different from the critical current. In the case of a transmissive contact the linear conductance ($G(\phi)$) influences the dynamics of the superconducting phase and should be reflected in the switching current. Thus, one would expect that a similar analysis to the one of Ref. [141] for the case of transmissive contacts reveals the linear conductance dependence on the transmission, phase and temperature.
Figure 2.18: Phase dependence of the linear conductance given by Eq. (2.56) for two different temperatures and increasing values of the normal transmission coefficient, from left to right: 0.2, 0.5, 0.8 y 0.99. The conductance is normalized to its maximum value for every transmission.
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Figure 2.19: Phase-dependent linear conductance normalized to its maximum value for different values of the transmission (from left to right $\alpha = 0.4, 0.5, 0.6, 0.7, 0.8$) and $k_B T = 0.1 \Delta$. The dots represent the data from Ref. [42].

**Non-linear regime** ($eV > \eta$)

Averin and Bardas [130] described the non-linear regime as $eV \to 0$ for $\eta = 0$. When the truncation of the infinite series of MAR is caused by a finite $V$ (with negligible $\eta$), analytical results have only been obtained in the quasi-ballistic limit, i.e. $\alpha \to 1$. A closer inspection of the $I-V$ curves in the small bias region and for $\alpha \sim 1$ reveals that the supercurrent components decay exponentially from its value at $V = 0$ with a collapsing width $\sim (1 - \alpha) \Delta$. This is illustrated in Fig. 2.20(a) where a blow up of the behavior of $I_1^S$ for small bias voltages and quasi-ballistic transmissions is shown. In the limit $\alpha \to 1$ the supercurrent becomes a delta function at $V = 0$. On the contrary, the dissipative components in this same limit tend to a finite value outside the region of width $\sim (1 - \alpha) \Delta$. This behavior is shown in Fig. 2.20(b) where $I_1^D$ is plotted in the same magnified scale as $I_1^S$. The summation of these dissipative
Figure 2.20: Behavior of the first non-dissipative (a) and dissipative (b) ac components in the very small voltage range close to ballistic conditions. These results have been obtained for negligible \( \eta \); non-linear regime.

components for \( \alpha = 1 \) and very small \( V \) yields (see Appendix C)

\[
I_D(\phi) = \frac{e\Delta}{\hbar} \tanh \left( \frac{\beta \Delta}{2} \right) |\sin(\phi/2)| \text{sign}V,
\]

in agreement with the result derived by Averin and Bardas [130]. This current ex-
pression differs from the usual one at \( V=0 \) (see Eq. (2.55)). The existence of a region of decreasing width \( V \sim (1 - \alpha)\Delta \) in which this crossover from supercurrent to dissipative current takes place can be associated with the collapse of the forbidden region for MAR inside the superconducting gap taking place when \( \alpha \to 1 \). In this way, when \( V \) is small compared to the width of the forbidden region the excitation of quasi-particles from states at \( \omega < -\Delta \sqrt{1 - \alpha} \) into states at \( \omega > \Delta \sqrt{1 - \alpha} \) is negligible and there is no appreciable dissipative current; whereas the opposite situation holds for \( V > \sqrt{1 - \alpha} \Delta \). Averin and Bardas [130] have described this crossover as a Landau-Zener transition in which the non-dissipative and the dissipative components scale with \( \alpha \) and \( V \) as \( (1 - p) \) and \( p \) respectively, where \( p = \exp \left[ -\pi(1 - \alpha)\Delta/eV \right] \). The numerical results for sufficiently small \( eV/\Delta \) and \( (1 - \alpha) \) are well fitted by these scaling laws. However, a careful analysis reveals that their range of validity around \( V = 0 \) and \( \alpha = 1 \) decreases strongly when increasing the component number.

Comment on the observability of both small voltages regimes

In summary, in this small bias limit one can identify four different sub-regimes depending on the relative values of parameters \( \eta, \alpha\Delta \) and \( eV \). The prediction of the actual behavior of a real SQPC in this limit would therefore require a careful estimation of all these parameters. In this respect, one should keep in mind that while \( eV \) and \( \alpha \) can be varied experimentally in a rather controlled way, the inelastic scattering rate \( \eta \) is an intrinsic property of the superconducting electrodes much more difficult to control. The unavoidable presence of some degree of inelastic scattering can prevent the actual observability of the crossover from non-dissipative to dissipative behavior described after Eq. (2.57). The requirement of \( eV \sim (1 - \alpha)\Delta \) together with that of \( \alpha \sim 1 \) can actually imply \( eV < \eta \) which would rather correspond to the linear regime.

2.5 Experimental comparison

2.5.1 Introduction

Since the first observation of the subharmonic structure done by Taylor and Burstein [30] in 1963, many authors have reported experimental data about such structure (see Chapter 1). As we commented in Chapter 1, historically it has been difficult to do a quantitative comparison between theory and experiment, due to uncertainties in the crucial parameter of the superconducting junctions, in tunnel junctions or weak links [92, 106, 93, 94]. But with the modern microfabrication techniques this problem has disappeared in a great extent. In particular, the atomic contacts, designed with the technique of mechanically controllable breakjunctions [74, 85, 86] or with the STM [88], are ideal systems for investigating the transport properties of a SQPC.
CHAPTER 2. TRANSPORT IN SUPERCONDUCTING QUANTUM POINT CONTACTS

This section is devoted to an exhaustive comparison between experimental results obtained in atomic contacts and the predictions of our model, concentrating ourselves in the I-V characteristics (dc current).

As a first example toward a quantitative comparison it is worth mentioning the work done by van der Post et al. [85], in which they studied the I-V characteristics of breakjunctions of Nb and Pb in the tunnel regime. In this work the authors showed that the height of the successive current steps in the SGS is proportional to increasing powers of the transmission, revealing the role of multiple Andreev reflections.

Recently, in an excellent experiment Scheer et al. [143] analyzed the I-V characteristics in Al atomic-size contacts using microfabricated MCBs (see Ref. [143] for details). In this experiment, after breaking the contact, the electrodes are brought back into contact to form a point contact with a resistance of a few ohms. Pushing again on the substrate leads to a controlled opening of the contact, while the sample is maintained at $T < 100$ mK. As found in previous experiments at higher temperatures, the normal conductance $G$ decreases in steps of the order of $G_0 = 2e^2/h$, their exact sequence changing from opening to opening. Between two jumps, $G$ generally tends to increase when pulling the contact. The last conductance value before the contacts breaks is usually between $0.5G_0$ and $1.5G_0$. In this last plateau one could think naively that when $G < G_0$ only one conducting channel contributes to the conductance. Therefore, in this case we can carry out the direct comparison between our single channel theory and this experimental situation.

Fig. 2.21 shows the comparison between different experimental curves for Al last conductance plateau [143] and some theoretical curves obtained with our single channel theory at zero temperature. There are several remarkable features in this figure. First, paying attention to the experimental curves, in spite of the three curves correspond to very similar normal conductance ($G \sim 0.8G_0$), they are very different. Moreover, as can be observed, these curves show a clear subharmonic structure at the predicted voltages. However, when one compares them with the theoretical single channel curves, one finds that they are similar, but there is no a quantitative agreement. What is the origin of this discrepancy? The simplest assumption is that even in the case of $G < G_0$, there are several channels contributing to the current in the case of Al. This leads us to a remaining question: how are the theoretical results obtained so far generalized to the case of an arbitrary number of channels? The following subsection is devoted to the answer of this question.

---

20 Let us recall that the experiment was performed at $T < 100$ mK. Therefore, the effect of a finite temperature is negligible.

21 The normal conductance is measured at voltages $V \geq 5\Delta/e$, where the characteristics are perfectly linear.
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Figure 2.21: Comparison between the I-V curves in a superconducting atomic contact of Al [143] and our single channel theory. The experimental results (open circles), courtesy of Elke Scheer, correspond to the last conductance plateau and the total transmission is indicated in each case. The theoretical curves correspond to the solid lines whose transmissions are indicated in the inset.

2.5.2 Superconducting quantum point contact with an arbitrary number of channels

In the case of a normal mesoscopic conductor it is well-known that the current in the linear regime can be expressed as a superposition of independent contributions. This result is contained in the Landauer formula for the zero-temperature linear conductance [95]

\[
G = \frac{2e^2}{h} \text{Tr} \left\{ \hat{t} \hat{t} \right\}_{E_F} = \frac{2e^2}{h} \sum_{i=1}^{N} \alpha_i, \tag{2.58}
\]

where Tr denotes trace, \( \hat{t} \) is the transmission matrix of the system and \( \alpha_i \) are the eigenvalues of \( \hat{t}^2 \hat{t} \) evaluated at the Fermi level \( E_F \). In short, as long as the transmis-
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Transport coefficients are energy independent in an intervale of the order of the voltage around the Fermi energy, we are in the linear regime and one can find a basis which diagonalizes the problem, in the sense that every transport property can be expressed as a sum of independent channel contributions.

As we know, in the case of superconducting contacts the transport properties are determined by inelastic processes; the Andreev reflections. In this sense one could think that in this case the conducting modes are mixed. However, we have to bear in mind that in an Andreev reflection an electron is reflected as its time-reverse state (its corresponding hole). In particular, if the transmission coefficients are energy independent, the hole has the same transmission as the electron and basically comes back for the same channel, i.e. an Andreev reflection does not mix the conducting channels. Thus, also in the superconducting case the transport properties can be expressed as a sum of independent contributions. On the other hand, as the Andreev reflection does not mix the conducting modes, an obvious consequence is that the conducting channels in the normal and in the superconducting case are the same.

The rigorous demonstration of these conclusions can be found for the case of the supercurrent in a S-S contact in Refs. [97, 75], for the N-S case in Ref. [99]. Recently, Bardas and Averin have generalized these ideas to the case of a SQPC at finite voltage [144] 22.

In summary, the main conclusion of this discussion is that the transport in SQPC with arbitrary number of channels can be analyzed with our single channel model, just summing the contribution of each mode with its corresponding transmission. This is true, as we stated above, as long as the transmission coefficients are energy independent in the voltage range we are interested in. In particular, this is true for the metallic atomic-size contacts for the voltage range \( eV \sim \Delta \), i.e. a few meV. Thus, the current is the result of the contribution of \( N \) independent channels:

\[
I(V) = \sum_{i=1}^{N} I_i(\alpha_i, V). \tag{2.59}
\]

Let us emphasize that all the results obtained in this chapter (supercurrent, linear conductance, excess current, ac current components, etc.) are simply generalized by summing up the independent contributions of the different modes.

Finally, let us say that this generalization allows us to analyze in an unified way different physical situations, with the knowledge of the transmission distribution of the corresponding system. Thus, we can use the results of our single channel theory for studying atomic contacts, tunnel junctions or S-N-S contacts with diffusive normal regions [144], as long as the constriction length is much smaller than the superconducting coherence length of the leads.

---

22 The demonstration of these properties can also done within our Hamiltonian approach, but we shall not include it to do not do very dense this work.
2.5.3 Definitive comparison for an atomic contact

Now, we are ready to test the conjecture that we did in the introduction of this section about the contribution of several channels in the last conductance plateau of Al contacts. Fig. 2.22 shows the same experimental curves as in the previous figure, together with the best theoretical fits assuming the superposition of channels. The fits were done using the number of contributing channels and their transmissions as free parameters (see Ref. [143] for details on the fit procedure). As can be observed, the agreement is quantitative, what confirms not only the conjecture about the superposition of channels, but also our theory of the superconducting transport \(^{23}\). Refs. [143, 145, 146] show many examples of the comparison for the case of Al, varying a broad range of transmissions. In all cases the quantitative agreement is remarkable, mainly due to the fact that Al is the best example of a BCS superconductor.

The fact that several channels contribute to the current in the case of Al even when \(G < G_0\) is in principle surprising. Many questions naturally arise from these results, but all can be summarized in the following one: what determines the number and transmission of conducting channels in atomic contacts? The part II of the thesis is mainly devoted to the answer of this question. In part II we shall show that the number and transmission of conducting channels in an atomic contact depend on its geometry and its electronic orbital structure. In particular, in an one-atom contact \(^{24}\) the number of channels is controlled by the number of valence orbitals of such atom. For instance, in the last conductance plateau of Al contacts typically three channels were found. This is due to the fact that the Al is a trivalent metal where the s and p orbitals contribute to the current. For a detailed explanation of these questions we recommend the reading of the part II of the thesis and Refs. [146, 147, 148].

The comparison with the theoretical I-V characteristics has been also done for other metals. Atomic contacts of different metals were investigated in a collaboration between different experimental groups [146]. Fig. 2.23 shows a typical example of the fits for the case of a Pb contact created with the STM. As can be seen, the agreement is again quantitative for different transmissions. The number of channels needed for obtaining a good fit coincides with the one of the Al case because both are \(sp\)-like metals with similar electronic structures [147].

In the above mentioned work was also study the case of a transition metal like Nb. Fig. 2.24 shows an example of the fit for the last conductance plateau. As can be observed, 5 channels were necessary to get a good fit, what is due to the fact that

---

\(^{23}\)Someone may think that it is not strange to obtain a quantitative agreement by introducing a greater number of parameter. However, as it is explained in Ref. [143], the highly non-linear subgap structure in the I-V curves provokes that slight deviations in the transmission of the individual channels lead to great differences in the total current.

\(^{24}\)As we shall discuss in the part II of the thesis, the last conductance plateau of a metallic contact corresponds to the case of an one-atom contact.
in a transition metal the $d$ orbitals contribute to the current providing additional channels (see Ref. [147]). Notice that in this case the fit is not so good, mainly due to the following effect. In the inset of Fig. 2.24 can be shown an example of the tunnel current in this Nb contact. There is a strange structure around $eV = 2\Delta$, what seems an effect of the destruction of superconductivity due to proximity effects.

The main conclusion of the previous experiments with respect to the superconducting transport is that our model describe quantitatively the superconducting I-V characteristics of atomic contacts. Although, the comparison has been restricted to the dc current, we expect that a similar agreement can be found for other transport properties.

On the other hand, due to the agreement between experiment and theory, the
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Figure 2.23: Experimental I-V characteristics (symbols) of five configurations of a sample of Pb at 1.5 K using the STM, and the best numerical fits (solid lines). The curves a-d have a similar total transmission, around 1.4; the curve e has been taken in tunnel regime. The transmissions of the individual channels obtained from the fits are: curve a: α₁ = 0.955, α₂ = 0.355, α₃ = 0.085, α₄ = 0.005; curve b: α₁ = 0.89, α₂ = 0.36, α₃ = 0.145, α₄ = 0.005; curve c: α₁ = 0.76, α₂ = 0.34, α₃ = 0.27, α₄ = 0.02; curve d: α₁ = 0.65, α₂ = 0.34, α₃ = 0.29, α₄ = 0.12; curve e: α = 0.026. The voltage and the current are in reduced units. The measured gap for Pb is Δ/e = 1.37 mV.

superconducting I-V characteristics permit us to obtain information on the normal system, due to the correspondence between normal and superconducting channels. In particular, they give us information on the number and transmission of the conducting channels in these atomic contacts. In this sense, the fits that we have shown have given rise to what we can call a channel spectroscopy, permitting a qualitative advance in the understanding of how the electrical current flows in metallic atomic-
Figure 2.24: Experimental I-V characteristic (open circles) taken in the last conductance plateau of an atomic contact of Nb, courtesy of Bas Ludolph, and the best fit (solid line) obtained with five channels. The inset shows an example of the current in the tunnel regime for a total transmission of 0.047. Notice the anomalous structure around 2\Delta.

size contacts [146]. This is finally the link between the two parts of this thesis, devoted in principle to two slightly different topics. The consequences that can be extracted about the normal transport from these experiments will be analyzed in detail in the second part of the thesis.

The next section is devoted to the conclusions of this chapter and we postpone some comments about future works and open problems until the end of the part I (section 4.6).

2.6 Conclusions

This final section is devoted to summarize the main conclusions of this chapter:
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- Our model describes quantitatively the I-V characteristics in superconducting atomic contacts [143, 145, 146]. The experimental comparison has been restricted to the dc current, but we expect that a similar agreement can be found for other quantities: supercurrent, linear conductance, ac current components, etc.

- Definitively, the I-V characteristics of superconducting quantum point contacts, and in particular the subharmonic structure, are controlled by multiple Andreev reflections, thus ruling out other mechanisms (see Chapter 1).

- From the theoretical point of view it is clear that one needs a coherence and purely quantum description for determining the electronic transport in superconducting quantum point contacts.

- We have shown the equivalence between the scattering formalism and our Hamiltonian approach. Moreover, we have shown that the pathologies of the Hamiltonian approach disappear in a natural way when one works in a local basis and analyzes the processes up to infinite order.

- Usually the multiparticle tunneling theory (MPT) [34] and the ones based on multiple Andreev reflections [62, 71] have been viewed as opposite, but indeed they contain the same physics, although they usually consider different regimes. The divergencies appearing in the MPT disappear when one sum the processes up to infinite order.

- With respect to the small voltage regime, we have shown the importance of an energy relaxation rate $\eta$ associated to inelastic scattering. Depending on the value of the different contact parameters: $\alpha\Delta$, $eV$ and $\eta$ one can find several regimes. In particular, we have analyzed in detail the linear regime and we have shown that the linear conductance (Eq. (2.56)) strongly differs from the results of the standard tunnel theory, what can be the solution of the long-standing cos$\phi$ problem.

- If a normal point contact is in the linear regime, the electronic transport in the corresponding superconducting system can be described as a superposition of independent channels. Thus, one can describe different systems in a unified way: atomic contacts, tunnel junctions, diffusive constrictions, etc.

- The remarkable agreement between experiment and theory in atomic contacts allows us to use the superconducting I-V characteristics to obtain the transmission distribution in these contacts [143, 145, 146]. This has permitted to investigate in detail the normal electronic transport in these atomic contacts.
[146], and will permit in the next future the precise analysis of superconducting transport properties like the supercurrent.
Chapter 3

Shot noise and coherent multiple charge transfer in superconducting quantum point contacts

In the previous chapter we were interested in the analysis of the current in superconducting contacts. Nevertheless, the current is not the only quantity which can help us to understand the transport properties of these systems. In the last few years special attention has been paid to the study of shot noise in mesoscopic systems [149]. These time-dependent current fluctuations are a consequence of the discreteness of the carriers charge and their measurement can provide information not available in usual conductance experiments. For this reason this chapter is devoted to the study of shot noise in superconducting quantum point contacts.

Since 1918 we know thanks to Schottky [150] that in electrical circuits there are two intrinsic sources of noise in the electrical current. The first type of noise is known as thermal noise or Johnson-Nyquist noise. These fluctuations are due to the thermal movement of electrons and take place in every conductor. The second type of noise is known as shot noise and, as commented above, are due to the discreteness of the charge of the current carriers. Not all the conductors exhibit shot noise.

The noise is characterized by its spectral density or power spectrum $S(\omega)$, which is simply the Fourier transform at frequency $\omega$ of the current-current correlation function:

$$S(\omega, \tau) = \hbar \int d\tau' e^{i\omega \tau'} <\delta \hat{I}(\tau + \tau')\delta \hat{I}(\tau) + \delta \hat{I}(\tau)\delta \hat{I}(\tau + \tau') >,$$

where $\delta \hat{I}(\tau) = \hat{I}(\tau) - < \hat{I}(\tau) >$ are the fluctuations in the current. Typically the
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noise is white, which means that its power spectrum is independent of \( \omega \) for wide frequency range. For this reason we shall only speak about noise at zero frequency in this chapter.

What is the information provided by the noise analysis? The thermal noise, which takes place at zero voltage and finite temperature, is related with the conductance \( G \) by the fluctuation-dissipation theorem \([139]\):

\[
S = 4k_B T G
\]

whereas \( \hbar \omega \ll k_B T \). In this sense, thermal noise does not provide additional information with respect to conductance.

On the other hand, the shot noise, which takes place at zero temperature and finite voltage, is more interesting because it provides us information on the correlations, statistic and charge of the current carriers. In particular, in a situation where a current \( I \) is due to the flow of uncorrelated carriers of charge \( q \), shot noise reaches its maximum \( S = 2qI = S_{\text{Poisson}} \). This result has been recently used for detecting the fractional charge \( e/3 \) charge carriers by measuring the ratio \( S/2I \) in the fractional quantum Hall regime \([151, 152]\). One of the aims of this chapter is to use this result for extracting information on the transmitted charges in multiple processes which take place in superconducting contacts.

The shot noise in N-S junction has been analyzed by different authors \([153, 154, 155, 156, 157]\). In particular, in low transmissive structures a doubling of the normal Poisson noise-current ratio has been predicted due to Andreev processes where twice the electron charge is transmitted. In S-N-S or S-I-S structures the situation is far more complex. As shown in Chapter 2, the main processes contributing to the current for subgap bias voltage are multiple Andreev reflections (MAR). At a given subgap voltage \( V \) the current is mainly carried by MAR processes of order \( n \sim 2\Delta/eV \), in which a net charge of \( ne \) is transferred. One would then expect an increase of the noise-current ratio roughly as \( 1/V \) for decreasing bias. This qualitative behavior has been recently confirmed experimentally by Dieleman et al. \([158]\) for a S-I-S tunnel junction. Within the semiclassical theory of Ref. \([62]\), these authors give an explanation of the observed shot noise enhancement due in terms of MAR processes through pinholes present in these junctions.

As commented in previous chapters, a quantitative comparison between experiments and theory in macroscopic tunnel junctions, like the ones of Ref. \([158]\), is rather complicated due to unavoidable uncertainties in the junction characteristics. However, as we shown in the previous chapter, such a comparison is possible in the case of quantum point contacts with a few number of conducting channels, like the metallic atomic-size contacts. As was extensively commented in Chapter 2, in order to describe properly the electronic transport in SQPCs a purely quantum mechanical description is needed. Within the framework of these microscopic theories analytical
results for a single quantum channel have been only obtained for some particular cases. For instance, the excess noise \((eV \gg 2\Delta)\) for a perfect transparent channel has been obtained in Ref. [159]. The noise has also been analyzed for zero voltage and arbitrary transmission in Ref. [140], while the perfect transmission and finite voltage case has been addressed in Ref. [160].

The aim of this chapter is to analyze the shot noise for the whole range of transmissions and voltages within the same microscopic model used for the calculation of the current in Chapter 2. We shall pay special attention to the information which the shot noise provides on the charge of the multiple Andreev reflections. We find that the shot noise in an SQPC can be much larger than the Poisson noise \(S_{\text{Poisson}} = 2eI\) and exhibits as a function of voltage a pronounced subgap structure. Furthermore, we shall explicitly show that in the tunnel limit the effective charge, defined as \(S/2I\), tends to integer multiples of the electron charge \(n = 1 + \text{Int}[2\Delta/eV]\).

We shall consider the case of a superconducting quantum point contact like the ones described in previous chapter, with a constant applied bias voltage \(V\). For the range of voltages \((eV \sim \Delta)\) one can neglect the energy dependence of the transmission coefficients and all transport properties, in particular the zero frequency shot noise, can be expressed as a superposition of independent contributions, i.e.

\[
S = \sum_i S_i(\alpha_i, V).
\]

Thus, we shall concentrate in analyzing the single channel model introduced in section 2.2. Let us recall that within this model the current operator can be expressed as [see Eq. (2.9)]

\[
\hat{I}(\tau) = \frac{ie}{\hbar} \sum_{\sigma} \left( t e^{i\phi(\tau)/2} \sigma^+_{L_\sigma} c_{R_\sigma}^{\dagger}(\tau) - t^* e^{-i\phi(\tau)/2} \sigma^+_{R_\sigma} c_{L_\sigma}^{\dagger}(\tau) \right),
\]

where \(\phi(\tau) = \phi_0 + 2eV \tau/\hbar\) is the time-dependent superconducting phase difference.

Our aim is to determine the noise defined as

\[
S(\omega, \tau) = \hbar \int d\tau' e^{i\omega \tau'} < \delta \hat{I}(\tau + \tau') \delta \hat{I}(\tau) > \equiv \hbar \int d\tau' e^{i\omega \tau'} K(\tau, \tau'),
\]

where \(\delta \hat{I}(\tau) = \hat{I}(\tau) - \langle \hat{I}(\tau) \rangle\). As we did for the current, we shall express the noise in terms of the nonequilibrium Keldysh Green functions. In particular, we can write the kernel \(K(\tau, \tau')\) appearing in the noise spectral density in terms of the functions \(\hat{G}_{ij}^- (\tau, \tau')\) and \(\hat{G}_{ij}^+ (\tau, \tau')\) as follows

\[
< \hat{I}(\tau) > = \frac{e}{\hbar} \text{Tr} \left[ \sigma_z \left( \hat{I}(\tau) \hat{G}_{KL}^+ (\tau, \tau) - \hat{I}(\tau) \hat{G}_{LR}^- (\tau, \tau) \right) \right]
\]
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\[
K(\tau, \tau') = \frac{e^2}{\hbar} \left\{ \text{Tr} \left[ \hat{I}(\tau) \hat{G}^{+ -}_{LL}(\tau, \tau') \hat{I}(\tau') \hat{G}^{- +}_{RR}(\tau', \tau) + \hat{I}(\tau) \hat{G}^{+ -}_{RR}(\tau, \tau') \hat{I}(\tau') \hat{G}^{- +}_{LL}(\tau', \tau) - \hat{I}(\tau) \hat{G}^{+ -}_{LR}(\tau, \tau') \hat{I}(\tau') \hat{G}^{- +}_{RL}(\tau', \tau) - \hat{I}(\tau) \hat{G}^{+ -}_{RL}(\tau, \tau') \hat{I}(\tau') \hat{G}^{- +}_{LR}(\tau', \tau) \right] \right\},
\]

(3.6)

where \( \hat{\sigma}_z \) is the Pauli matrix, \( \text{Tr} \) denotes the trace in the Nambu space and \( \hat{I} \) is the hopping in this representation. To arrive at this expression for the kernel we have factorized the two body correlation functions following a mean field decoupling scheme consistent with the BCS theory [140].

As in the case of the current, it is easy to show that for a superconducting contact the noise contains not only a dc component but also all the harmonics of the Josephson frequency. This means that the noise oscillates as a function of time as

\[
S(\omega, \tau) = \sum_m S_m(\omega)e^{im\phi(\tau)},
\]

(3.7)

The problem of evaluating the noise Fourier components \( S_m \) can be reduced to the calculation of the Fourier components of the Keldysh Green functions. For this calculation we use the algorithm described in the previous chapter. Thus, in this chapter we shall concentrate in the analysis of the results. Finally, we shall restrict our attention to the zero-frequency dc component of the noise: \( S \equiv S_0(0, \tau) \).

The rest of the chapter is organized as follows: in section 3.2 we briefly study the elementary case of a single channel N-N contact. Section 3.3 is devoted to the analysis of the N-S case. Finally, in section 3.4 we shall present the novel results on the shot noise in SQPCs.

3.1 Shot noise in a N-N contact

In this section we analyze the well known case of a N-N contact. The main aim of this analysis is to introduce a simple argument which allows to understand the noise results better, specially in the superconducting case. As stated in the introduction, we assume that the normal contact is in the linear regime. With this assumption it is easy to carry out the calculation of the noise starting from Eq. (3.6) because this problem admits a stationary solution.

As stated in the introduction, the thermal noise \((V = 0, T \neq 0)\) is given by the fluctuation-dissipation theorem and for the single channel case adopts the following form

\[
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\[ S = \frac{8e^2}{h} k_B T \alpha = (4k_B T) G, \]  

(3.8)

where \( G \) is the conductance of this channel.

On the other hand, the shot noise \((V \neq 0, T = 0)\) is given by

\[ S = \frac{4e^2}{h} eV \alpha (1 - \alpha) = 2eI (1 - \alpha). \]  

(3.9)

This result was obtained for the single channel case by Khlus [153], Lesovik [161] and Yurke and Kochanski [162] and generalized to the multichannel case by Büttiker [163].

As can be seen in Eq. (3.9), the shot noise vanishes for \( \alpha = 1 \), what can be easily understood. At zero temperature the lead occupations do not fluctuate, this together with the perfect transmission make that the electron flow be noiseless. For intermediate transmissions the noise is reduced in comparison with the Poisson limit because the electron are correlated due to the Pauli principle. In the tunnel limit \((\alpha \ll 1)\) the transmitted electrons are uncorrelated in time and the Poisson noise \((S_{\text{Poisson}} = 2eI)\) is recovered.

For the general case of finite voltage and temperature the noise is a mixture of thermal and shot noise which is given by

\[ S = \frac{4e^2}{h} \left\{ 2k_B T \alpha^2 + \alpha (1 - \alpha) eV \coth \left( \frac{eV}{2k_B T} \right) \right\}. \]  

(3.10)

This result has been obtained in Refs. [153, 164, 165].

Now, we introduce a simple handwaving argument which will help us to understand better the noise results. Everybody knows how the electronic transport takes place in a N-N contact. The current is due to transfer of electrons through the interface, whose statistic and charge are very well known. When an electron approach the interface two things can happen: either the electron crosses the barrier, with probability \( \alpha \), or the electron does not cross the barrier, with probability \( 1 - \alpha \). In this sense, one can see the current as a random variable which has a binomial distribution. With this idea in mind we shall obtain the current fluctuations.

First of all, let us remember a well-known result. Every conducting channel sustains a current density per spin equal to \((e/h)\). This is a consequence of the cancellation between the group velocity and the density of states of the system (see Ref. [72] pag. 105). On the other hand, the total current is the difference between the current in both directions (see fig. 3.1):

\[ \dot{I} = \dot{I}_{L \rightarrow R} - \dot{I}_{R \rightarrow L}. \]  

(3.11)
Figure 3.1: Schematical representation of tunnel processes in N-N contacts.

With the argument of the previous paragraph, both currents can be considered as random variables with binomial distributions. To be concrete, the current densities per spin $dI/d\omega$ are distributed as follows

$$
\frac{dI_{L\rightarrow R}}{d\omega} = \begin{cases} 
\frac{e}{h} & \text{with probability } \alpha f_L (1 - f_R) \\
0 & \text{with probability } 1 - \alpha f_L (1 - f_R) 
\end{cases} \quad (3.12)
$$

$$
\frac{dI_{R\rightarrow L}}{d\omega} = \begin{cases} 
\frac{e}{h} & \text{with probability } \alpha f_R (1 - f_L) \\
0 & \text{with probability } 1 - \alpha f_R (1 - f_L) 
\end{cases}, \quad (3.13)
$$

where $f_{L,R}$ are the Fermi functions of the reservoirs.

As we are interested in the analysis of the shot noise, we shall concentrate in the zero temperature case, thus $\bar{I}_{R\rightarrow L} = 0$. The current is then the mean value of the distribution (3.12) summed over the energies involved, i.e.

---

1 The origin of these distributions can be easily understood. For instance, the distribution $\frac{dI_{L\rightarrow R}}{d\omega}$ can be understood as follows. An electron approaching the interface from the left electrode gives a contribution to the current density equal to $e/h$ with a probability equal to the product of the probability of this state being occupied ($f_L$), the probability of crossing the barrier ($\alpha$) and the probability of finding an empty state in the right electrode ($1 - f_R$).
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\[
<\tilde{I}> = \int_{E_F}^{E_F+eV} d\omega \left( \frac{d\tilde{I}_{L\rightarrow R}}{d\omega} \right) = \frac{2e\alpha}{h} V, \quad (3.14)
\]

where the factor 2 comes from the sum of spins.

In the same way, the shot noise, which is basically the second distribution moment, will be the variance of a binomial random variable:

\[
<\tilde{I}^2> - <\tilde{I}>^2 = \int_{E_F}^{E_F+eV} d\omega \left( \frac{d^2\tilde{I}_{L\rightarrow R}}{d\omega} \right) - \left( \frac{d\tilde{I}_{L\rightarrow R}}{d\omega} \right)^2 = \frac{4e^2}{h} eV \alpha (1 - \alpha). \quad (3.15)
\]

Result in agreement with Eq. (3.9).

This simple argument allow us to understand a little better the shot noise expression. Indeed, we have learnt that such expression is due to the fact that the electrons are fermions and there is only a type of current carriers. As we shall see below, in the superconducting case the situation is more complex because there exist the possibility of transfer multiple charges. Finally, this handwaving argument also gives the general result of Eq. (3.10) for finite temperatures. The rigorous derivation of the transmitted charge distribution function in a normal conductor can be found in Ref. [166].

3.2 Shot noise in a N-S contact

As in a N-N contact, in this case the noise given by Eq. (3.6) is time independent. In this section we shall concentrate in the results for zero temperature. The aim of this section is to study this simple case where there is a superconducting electrode involved, which allow us to gain some insight into the general S-S case.

As commented in section 2.3, in the N-S there are two types of processes contributing to the current (see Fig. 3.2): quasiparticle processes in which an electronic charge \(e\) is transmitted and can only take place at voltages \(eV \geq \Delta\) (for zero temperature). On the other hand, also Andreev reflections occur where a Cooper pair is transmitted. This latter process can take place at any voltage. The shot noise can be expressed in terms of the probabilities of these processes, \(T_N\) and \(R\), whose expressions are given by Eq. (2.27). The shot noise for arbitrary bias voltage adopts the form

\[
S = \frac{4e^2}{h} \int_0^{eV} d\omega \left\{ 4R(\omega)(1 - R(\omega)) + T_N(\omega)(1 - T_N(\omega)) - 4R(\omega)T_N(\omega) \right\}. \quad (3.16)
\]

This result is in agreement with Refs. [153, 156]. Fig. 3.3 shows the shot noise as a function of voltage for several normal transmissions. For comparison the current
for the same transmissions is also shown in this figure. Before commenting the main features of this figure we shall analyze analytically some limiting cases.

For subgap voltages \(eV < \Delta\) the only process which contributes to the current is the Andreev reflection, thus Eq. (3.16) reduces in this case to

\[
S = \frac{16e^2}{h} \int_0^{eV} \omega R(\omega)(1 - R(\omega)) = eV \leq \Delta. \tag{3.17}
\]

This expression can be written explicitly in terms of the normal transmission coefficient \(\alpha\) as

\[
S = \frac{64e^2}{h} \Delta \frac{\alpha^2(1 - \alpha)}{(2 - \alpha)^4} \int_0^{eV/\Delta} dz \frac{1 - z^2}{\left[1 - 4(1 - \alpha)^2 z^2\right]^2}. \tag{3.18}
\]
Figure 3.3: Shot noise and current in a N-S contact at zero temperature as a function of the voltage for several transmissions.
In the linear regime \((eV \ll \Delta)\) this expression yields
\[
S = \frac{64e^2 \alpha^2(1 - \alpha)}{\hbar (2 - \alpha)^4} V. \tag{3.19}
\]

This result has been obtained in Ref. [154] for the multichannel case \(^2\).

For voltages \(eV \geq \Delta\), both quasiparticle and Andreev processes contribute to the current and the shot noise is given by the full Eq. (3.16). The contribution of energies outside the gap can be written explicitly in terms of the normal transmission as
\[
S_{\text{out}} = \frac{8e^2}{\hbar} \alpha \Delta \int_0^{eV/\Delta} dz \frac{(2 - \alpha)z\sqrt{z^2 - 1} - \alpha(z^2 - 1)}{[\alpha z + (2 - \alpha)\sqrt{z^2 - 1}]^2}. \tag{3.20}
\]

Another interesting feature showed by the noise is the excess noise which appears at large voltages \((eV \gg \Delta)\), i.e., at voltages much larger than the gap. The N-S noise adopts the expression
\[
S(eV \gg \Delta) = \frac{4e^2}{\hbar} eV \alpha(1 - \alpha) + S_{\text{exc}}, \tag{3.21}
\]
where \(S_{\text{exc}}\) is a function of the normal transmission illustrated in Fig. 3.4. As can be observed is a non-monotonous function. In particular, when \(\alpha = 1\) the excess noise reaches the value \((2/3)eI_{\text{exc}}\).

Once we have shown different analytical limits, we go back and remarking some of the shot noise features which appear in Fig. 3.3. In particular, we shall pay special attention to two characteristics: first, as can be observed, in the tunnel limit the shot noise is similar to the current. This is due to that in this case we are in the Poissonian limit and the shot noise is simply proportional to the current, being the carriers charge the proportionality constant (we shall show below this charge). Second, notice that the shot noise for perfect transmission vanishes inside the gap, while this does not happen outside. This can be understood as follows. Inside the gap the Andreev reflection is the only contributing process (see Eq. (3.17)). For \(\alpha = 1\) one has \(R = 1\) and the shot noise vanishes as a consequence of Pauli principle. However, for \(eV > \Delta\) there are two processes contributing whose probabilities sum one \((T_N + R = 1)\) for \(\alpha = 1\). The shot noise expression then reduces to
\[
S = \frac{4e^2}{\hbar} \int_0^{eV} d\omega \ R(\omega)(1 - R(\omega)), \tag{3.22}
\]

\(^2\)It is easy to calculate the integral appearing in Eq. (3.18) for arbitrary subgap voltage, but the analytical result is awful looking and we do not write it here.
which does not vanish because Andreev reflection has a probability less than one outside the gap.

As commented in the introduction, the shot noise provides information on the charge of the electrical current carriers. In particular, in the Poisson or tunnel limit the noise is proportional to the current $S_{\text{Poisson}} = 2qI$, where $q$ is the charge of the uncorrelated carriers. Fig. 3.5 shows the effective charge, defined as $q = S/2eI$, as a function of voltage for different transmissions. It is worth noticing that in the tunnel limit (see curve $\alpha = 0.1$) this charge is equal to $2e$ inside the gap and equal to $e$ for voltages greater than $\Delta$. This is due to the fact that in an Andreev reflection a Cooper pair is really transmitted and that for $eV \geq \Delta$ the transport is dominated by single electron processes. As can be seen, for intermediate transmissions the effective charge is not well defined.

We finish this section generalizing the handwaving argument introduced in the previous section. At zero temperature the current distribution given by Eq. (3.12) can now be expressed as
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Figure 3.5: N-S zero temperature effective charge \( q = S/2I \) in units of the electron charge as a function of voltage for different transmissions.

\[
\frac{d\hat{I}_{L\rightarrow R}}{d\omega} = \begin{cases} 
2e/h & \text{with probability } R; \ \omega \in [0,eV] \\
e/h & \text{with probability } T_N; \ \omega \in [\Delta,eV] \\
0 & \text{with probability } 1 - R - T_N; \ \omega \in [0,eV], 
\end{cases} \tag{3.23}
\]

This expression indicates that the current is distributed binomially inside the gap, with carriers of charge \( 2e \), while it has a trinomial distribution outside the gap with carriers of both charges \( 2e \) and \( e \). We can calculate the fluctuations with this distribution in a similar way we did in the N-N case, which leads to the general expression (3.16) for the shot noise. The rigorous calculation of the transmitted charge distribution function in a N-S contact was carried out by Muzykantovskii and Khmelnitskii [155].

3.3 Shot noise and transfer of multiple charges in SQPCs

In this section we show the novel results of our work on the shot noise in a SQPC. We analyze how correlations among the multiple processes in a superconducting quantum
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Point contact are reflected in the noise. In particular, we pay special attention to the study of the charges transmitted in multiple Andreev reflections. From the analysis carried out in Chapter 2, it seems natural to infer that in MARs multiple charges are transferred. However, by no means it is obvious how these processes are reflected in the shot noise, since there no exist excitations of multiple charge in a superconductor. The question is whether we are going to observe correlations between Cooper pairs or if really the coherent transport of multiple charges takes place.

Fig. 3.6 illustrates the behavior of the zero frequency dc component of the shot noise, $S$, as a function of $V$ for different values of the normal transmission $\alpha$. For comparison, the dc component of the current is also shown. As can be observed, the more noticeable features in the shot noise are:

1. The presence of a strongly pronounced subgap ($eV < 2\Delta$) structure, which persists up to transmissions close to one.

2. In the low transparency limit the shot noise subgap structure consists of a series of steps at voltages $eV_n = 2\Delta/n$ ($n$ integer) as in the case of the dc current.

3. For higher transmissions there is a steep increase in the noise at low voltages.

4. For perfect transmission the shot noise is greatly reduced.

5. In the large voltage limit ($eV \gg 2\Delta$) there is an excess noise with respect to the normal case.

Before analyzing in detail the main features of the shot noise, let us have a look to the effective charge, $q(V) = S/2I$, with the aim of answering the question on the transmitted charge in a MAR. Fig. 3.7(a) shows the effective as a function of voltage for different transmissions. As can be seen, inside the gap ($eV < 2\Delta$) the shot noise can be much larger than the Poisson noise ($S_{\text{Poisson}} = 2eI$). As will be commented below, this is due to the occurrence of multiple Andreev reflections. In particular, we can see that as the tunnel limit is approached the effective charge tends to exhibit a step-like behavior and integer multiples of the electron charge can be identified. For larger transmissions $q(V)$ increases when the voltage decreases more smoothly and diverges as $1/V$ for small voltages.

Let us start by analyzing the low transmission regime. In this case we can make use of the sequential tunneling picture that we introduced to study the dc current in section 2.4. As was stated there, in the tunnel limit one can identify the probability $R_{\alpha}$ of the $n$-order MAR which gives the main contribution to the dc current when $2\Delta/n \leq eV \leq 2\Delta/(n-1)$. Let us recall that the dc current can be written in terms of these probabilities, given by Eq. (2.42), as
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Figure 3.6: (b) Zero-frequency shot noise in a S-S contact as a function of voltage for different transmissions. (a) Dc current for the same transmissions as in the shot noise.
Figure 3.7: (a) Effective charge as a function of voltage for different transmissions in a S-S contact at zero temperature. (b) Comparison between the exact result (full line) and the tunnel approximation (open circles) given by Eqs. (3.24-25) for $\alpha = 0.1$. The inset shows the exact result (full line) for $\alpha = 0.01$ and the step-like function (dashed line) corresponding to the $\alpha \rightarrow 0$ limit.
$I_0(V) = \frac{2e}{h} \int d\omega \sum_{n=1}^{\infty} n R_n(\omega, V). \tag{3.24}$

In terms of these $R_n$ the shot noise in the tunnel limit can be expressed as

$$S = \frac{4e^2}{h} \int d\omega \left\{ \sum_{n=1}^{\infty} n^2 R_n - \left( \sum_{n=1}^{\infty} n R_n \right)^2 \right\}. \tag{3.25}$$

This expression is easily understood with the handwaving argument which we introduced in previous sections. Indeed, the previous expression corresponds to the fluctuations of a random variable (the current) having a multinomial distribution. This indicates that in a S-S contact at a given voltage several MARs coexist transferring charges $ne$ with a probability equal to $R_n$.

Eqs. (3.24-25) permit us to analyze the effective charge in the tunnel regime. As the transmission goes to zero the main contribution to the current at a given voltages comes from the lowest order Andreev reflection with non-zero probability. As can be shown from Eqs. (3.24-25), this implies that the effective charge show a step-like behavior described by the formula

$$\lim_{\alpha \to 0} \frac{q}{e} = 1 + \text{integer} \left[ \frac{2\Delta}{eV} \right]. \tag{3.26}$$

This means that in the tunnel limit the charge is transferred in integer multiples of the electron charge, i.e. the charge is quantized. Thus, the previous result tell us that in the tunnel regime one can isolate the $n$-order MAR, being its charge equal to $ne$. Then, in this regime one has coherent tunneling of uncorrelated carriers with multiple charges.

The inset in figure 3.7(b) shows the effective charge for $\alpha = 0.01$ together with the step-like function of Eq. (3.26). It is also shown in this figure the comparison between the tunnel approximation given by Eqs. (3.24-25) and the exact result for a transmission $\alpha = 0.1$. Notice that even for this small transmission value there are deviations from the simple step-like behavior which are increasingly pronounced when the voltage is reduced. These deviations are produced by the contribution of more than one MAR process at a given voltage.

As commented in Chapter 2, as the transmission increases the sequential tunneling picture breaks down due to the interference between different processes which form a MAR. The charge quantization found in the tunnel regime progressively disappears and is eventually washed out when approaching perfect transmission. This is illustrated in Fig. 3.7(a).

The structure of the shot noise for intermediate transmission is a consequence of the competition between the noise reduction due to the Pauli principle and the
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contribution of a increasing number of MARs with different charges, which tends to enhance the noise. Furthermore, there is an additional factor which complicates the analysis of the noise. As we know, in a S-S contact one has all the harmonics of the Josephson frequency in the current. These ac components also fluctuate in time and give a contribution to the dc component of the shot noise. This contribution is negligible in the tunnel limit but becomes more and more important when the transmission increases, specially at small voltages\(^3\).

On the other hand, in the perfect transmission limit, the analysis is again simplified due to the absence of backscattering. Within our theory one obtains a simple expression for the shot noise in this limit

\[
S = \frac{8e^2}{h} \int d\omega \left[ \sum_{n=0}^{\infty} R_n (1 - R_n) \right] \left[ 1 + 2 \sum_{k=1}^{\infty} \prod_{l=1}^{k} [a(\omega + leV)]^2 \right],
\]

where \(R_n\) are the multiple Andreev reflection probabilities for perfect transparency given by \(R_n(\omega) = \prod_{m=0}^{n} [a(\omega - meV)]^2\); \(\omega \in [neV, (n+1)eV]\), where \(a(\omega)\) is the Andreev reflection amplitude at an N-S interface given by Eq. (2.48). This expression can be shown to be equivalent to the result of Averin and Iman in Ref. [160]. The great reduction of noise that can be observed in Fig. 3.6 for perfect transmission is a consequence of having Andreev reflection probability equal to one inside the gap.

It is also interesting to analyze the large voltage limit. As in the N-S, the shot noise exhibits a excess noise with respect to the normal case,

\[
S(\alpha V \gg 2\Delta) = \frac{4e^2}{h} \alpha (1 - \alpha) V + S_{exc},
\]

i.e. the shot noise of a normal contact with transmission \(\alpha\) plus an excess noise \(S_{exc}\). This excess has the same physical origin as the excess current \(I_{exc}\), which arises from the contribution of the lowest order Andreev process. One should remark that the approach to the asymptotic value is much slower for the shot noise than for the current. We obtain that at zero temperature \(S_{exc}\) is twice the excess noise of a N-S contact with the same transmission. Thus, the transmission dependence of the excess noise can be observed in Fig. 3.4. In particular, this relation yields \(S_{exc} = (2/5)\alpha I_{exc}\) for the perfect ballistic case in agreement with Ref. [159].

A word of caution should be said about the validity of this theory in the limit of extremely small bias voltage \((eV \ll \Delta)\). As we explained in the previous chapter, in this limit the inelastic relaxation rate \(\eta\) plays also a role. This finite relaxation rate introduces a cut-off in the MAR processes which determines the behavior of current and noise when the voltage is smaller than \(\eta\). The effect of this energy on the shot

\(^3\)It is important to remark that in the results shown for the dc component of the shot noise we have computed all the contributions, no matter where they come from.
noise is specially important near perfect transmission. In order to illustrate its effect we show in Fig. 3.8 the shot noise for \( \alpha = 1 \) and different values of \( \eta \) in the small bias voltage limit. As can be observed, its effect is more important than in the case of the current and indicates that one has to take into account this relaxation energy for the correct determination of the transport properties at small voltages.

![Figure 3.8: Shot noise for \( \alpha = 1 \) and different values of the energy relaxation rate \( \eta \) at small voltages. \( \eta \) increases from bottom to top.](image)

In a recent experiment Dieleman et al. [158] observed for the first time a shot noise much larger than the Poisson noise in a S-I-S tunnel junction (NbN/MgO/NbN). The appearance of subharmonic gap structure in these tunnel junctions is due to the presence of pinholes in the oxide barrier which make that some channels have appreciable transmissions. As stated in the introduction, a detailed comparison between their experimental results and our theory is not possible because we unknow the distribution transmission. In the experimental results shown in Ref. [158] a mean transmission of \( \alpha = 0.17 \). If one compares the results for the shot noise and effective charge for these transmissions (see Figs. 3.6 and 3.7) with Figs. 4 and 5 of Ref. [158], a qualitative agreement can be observed. In particular, we reproduce the structure around \( eV = 2\Delta \) in the shot noise and the continuous increase of the
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effective charge as the voltage decreases. Although, the agreement is satisfactory, in
order to investigate the experimental evolution of the shot noise with transmission it
would be desirable to use more controllable systems like the atomic-size contacts of
Refs. [143, 146]. Furthermore, the shot noise could be used to extract information
on the transmission distribution of atomic contacts, in the same way it was done
with the current [143].

In conclusion, we have analyzed theoretically the shot noise in a superconducting
quantum point contact for arbitrary transmission and voltage. We have shown that:

- The shot noise can be much larger than the Poisson noise ($S_{\text{Poisson}} = 2eI$) due
to the occurrence of multiple Andreev reflections in which multiple charges are
transferred.
- The shot noise exhibits a subgap structure ($eV < 2\Delta$) which persists up to
transmissions close to one.
- In the tunnel regime the subgap structure consists of a series of steps at voltages
$eV_n = 2\Delta/n$ (with $n$ integer), i.e. like in the current.
- In the tunnel regime the effective charge $q(V) = S/2I$ shows a step-like behav-
ior where one can identified integer multiples of the electron charge. In this
limit one can isolate a $n$-order Andreev reflection and measuring its
charge, being the result equal to $ne$.
- For larger transmissions the charge is not well defined due to the mixture of
MARs which transfer different charges.
- For $\alpha = 1$ the shot noise is greatly reduced because the Andreev reflections
have probability equal to one inside the gap.
- Our theoretical results reproduce qualitatively the experimental results of Ref.
[158]. However, a more quantitative comparison would require to do new ex-
periments in more controllable systems like the atomic-size contacts, where a
similar agreement as the one obtained for the current is expected.
Chapter 4

Resonant tunneling and Andreev reflections

4.1 Introduction

In the last decade the advances of the fabrication techniques in microelectronics have allowed the design of nanometric-size systems, in which the density of states is composed by a set of discrete levels whose mean spacing permits that they can be resolved. Examples of these systems are the semiconductor quantum dots (see [167] and references therein) and the metallic particles or islands [168, 169].

This chapter, based on Ref. [170], is devoted to the study of resonant tunneling through these kind of systems coupled to superconducting electrodes. The motivation for this analysis is double. First, we want to analyze how the superconducting transport studied so far is modified by the presence of a resonant transmission. On the other hand, this work will be a starting point for the understanding of several correlation phenomena in combination with superconducting transport. Thus, we intend to study Coulomb blockade and Kondo effect in various situation like quantum dots, impurities and metallic island with superconducting leads.

In the last years much attention has been paid to the analysis of charging effects in superconducting island where the gap is much greater than the mean level spacing [171, 172, 173, 174, 175, 176, 177, 178, 179]. Less attention has been paid to the case where the individual levels can be resolved [180, 181, 182]. In this chapter we shall concentrate in the latter situation where both leads are superconducting.

When one analyzes the superconducting transport through nanosystems as the ones mentioned before, there are many energy scales playing a role: superconducting gap, mean level spacing, charging energy, temperature, voltage, tunneling rates, etc. We shall analyze two cases where the mean level spacing is much greater than the superconducting gap. The following paragraphs are devoted to the description of
both situations.

In first place, we study the case of a recent experiment done by Ralph et al. [168]. In this work the authors could resolve the individual electronic states in the tunneling through nanometric Al particles weakly coupled to superconducting leads made also of Al (see Fig. 4.1(a)). In these particles of diameter < 10 nm, the mean spacing of the single-particle levels, δ, is much greater than the superconducting gap Δ. Moreover, the charging energy $E_C$ is the greatest energy scale. As we shall show below, the theoretical analysis of this case is quite simple because of the huge charging energy together with the weak coupling with the leads make that only the quasiparticles processes contribute to the current.

In second place, we shall analyze the case of a larger coupling with the leads and smaller charging energies, where multiple Andreev reflections contribute to the transport. To be precise, we shall study how the subharmonic gap structure is modified by the presence of a resonant transmission. An ideal setup for exploring these effects would be one in which both the resonant level position and the coupling to the leads could be modified in a controlled way as in a normal artificial atom [167]. This situation is represented schematically in Fig. 4.1(b).

The rest of this chapter is organized as follows. In section 4.2 we present the model for analyzing resonant tunneling as well as the method used for solving it. In section 4.3 we analyze the electronic transport through metallic particles. Section 4.4 is devoted to the study of the subgap structure in the presence of a resonant transmission. In section 4.5 we summarize the conclusions of this chapter. Finally, in section 4.6 we make some comments on the future work and open problems related with the first part of the thesis.

### 4.2 Model for a resonant system

As stated in the introduction, a small quantum dot 2 connected to superconducting leads is characterized by the interplay of many different energy scales. In order to analyze in detail the basic phenomena that can be observed in the case of large mean level spacing $\delta \gg \Delta$, we shall restrict the present theoretical discussion to the simplest case where transport takes place through a single resonant level (we shall indicate below how to generalize the results to the multilevel case). For describing this physical situation we use a natural extension of the Hamiltonian formalism describe in Chapter 2. We shall describe the tunneling through a resonant level using the following model Hamiltonian

---

1. Because $\delta \gg \Delta$, these Al particles do not show any feature of superconductivity.
2. We use the term quantum dot for referring systems like semiconductor quantum dots, metallic islands, etc.
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(a) Tunneling through a metallic particle weakly coupled to superconducting leads.
(b) Quantum dot defined in a 2DEG and coupled to superconducting leads. In the upper right hand side a typical scheme of the density of states in these systems is shown.

\[ \hat{H} = \hat{H}_L + \hat{H}_R + \sum_{\nu, \sigma} (t_{\nu} \hat{c}_{\nu, \sigma}^\dagger \hat{c}_{\nu, \sigma} + t_{\nu}^1 \hat{c}_{\nu, \sigma}^\dagger \hat{c}_{\nu, \sigma}) + \sum_{\sigma} \epsilon_0 \hat{n}_{0, \sigma} + U \hat{n}_{0\uparrow} \hat{n}_{0\downarrow}, \]  

(4.1)

where \( \hat{H}_L \) and \( \hat{H}_R \) are BCS Hamiltonians describing the left and right superconducting leads, characterized by a gap parameter \( \Delta_L = \Delta_R = \Delta \); \( \epsilon_0 \) is the bare resonant
level position, \( t_\nu \) with \( \nu = L, R \) are hopping parameters which connect the level to the left and right leads, and the \( U \) term describe the intralevel Coulomb repulsion in the quantum dot. This parameter is basically the dot charging energy, \( E_C \), and is related to the total capacitance \( C \) by \( U \sim e^2/2C \). On the other hand, for the subsequent discussion it is convenient to introduce the normal elastic tunneling rates \( \Gamma_\nu = \pi |t_\nu|^2 \rho_\nu(\mu) \), where \( \rho_\nu(\mu) \) are the normal lead density of states at the Fermi level.

The Hamiltonian (4.1) is nothing but the Anderson Hamiltonian [183] which has been extensively used for studying the case of dots coupled to normal leads [184, 185, 110, 186]. This Hamiltonian together with Green functions techniques provide a suitable framework for analyzing the correlation due to electron-electron interaction in the quantum dot, which gives rise to phenomena like Coulomb blockade or Kondo effect. However, in the two situations that we are going to study in this chapter the correlation effects associated with the \( U \) term can either be neglected or taken into account in a simple way. The experimental situation of Ref. [168] corresponds to a case where \( U \gg \Delta \gg \Gamma_{L,R} \). In this case double occupancy of the dot level is very unlikely and this situation can be simply simulated by replacing the isolated dot Hamiltonian by a single nondegenerate effective level. The second situation that we shall analyze corresponds to a case where the coupling with the leads are not extremely small and the dot capacitance is large enough to smear out the Coulomb blockade effect (\( \Gamma_{L,R} \sim U \)). In this case the system behaves as if there were a single spin-degenerate resonant level at \( \epsilon \simeq \epsilon_0 + U < n_0 \), i.e. a restricted Hartree approximation on the \( U \) term would be reasonable.

With this mean field approximation the problem becomes an one-electron problem very similar to the one analyzed in Chapter 2. As we did in that chapter, in order to solve the model we shall use nonequilibrium Green functions techniques based on the Keldysh formalism. As it was shown in Chapter 2, these techniques allow us to obtain non-perturbative results valid for arbitrary coupling, so we can analyzed the two mentioned situations in an unified way. Due to the resemblance with the problem treated in Chapter 2 is not necessary to give further details on the formalism. Finally, as in the S-S case, the average current \( I(\tau) \) contains all the harmonics of the Josephson frequency \( \omega_0 = 2eV/\hbar \). In this chapter we shall concentrate in its dc part \( I_0 \).

### 4.3 Transport through metallic nanoparticles

Let us start reviewing the experimental results of Ralph et al. [168]. These authors studied the tunneling through Al particles of diameter \( < 10 \text{ nm} \) coupled to superconducting electrodes. Fig. 4.2 (upper panel) shows the results for the current vs voltage for the case of a particle in which a charging energy \( E_C \sim 6 \text{ meV} \) was
estimated, a mean level spacing $\delta \sim 0.7 \, meV$ and the resistances of the interfaces with the electrodes were several $M\Omega$. In this situation the charging energy is much greater than the gap ($\Delta_{AI} = 0.18 \, meV$), moreover $\delta > \Delta$ and the levels can be resolved at a temperature $T \leq 2 \, K$ (the experiment was done at $320 \, mK$). Finally, the estimated resistances indicate that $\Gamma_{L,R} \ll \Delta$.

![Graph](image)

Figure 4.2: Upper panel: current through an Al particle coupled to normal and superconducting leads ($T = 320 \, mK$). The superconducting curve has been displaced 10 pA. Lower panel: current through a single electronic state at $T = 30 \, mK$.

Fig. 4.2 (upper panel) shows results for the cases in which the Al electrodes are in normal and superconducting states. In the normal case the current consists of a series of steps known as *Coulomb stair*, as expected in the tunneling via the electronic levels of the particle [187]. As the leads are in superconducting state the
I-V characteristics change dramatically. Each step moves at higher voltages with respect to the normal case and has a shape which reminds the BCS density of states. The detailed shape of these steps can be better observed in Fig. 4.2 (lower panel), where the tunneling through a single level in normal and superconducting cases is shown.

The theoretical analysis of this case is quite simple. Due to the huge charging energy \( (E_C \gg \Delta) \) and the weak coupling with the electrodes \( (\Gamma_{L,R} \ll \Delta) \), only the quasiparticle processes contribute to the current. This can be understood as follows. The weak coupling provokes that the probability of an Andreev reflection be very small. On the other hand, the charging energy destroys the Andreev reflection in two ways: first, the charging energy creates an additional gap between electrons and holes of the order of \( E_C \), making that in this case the Andreev reflection be very unlike. Secondly, the charging energy provokes that the current vanishes until the voltage reaches \( eV \sim E_C \), i.e. for voltages \( eV \gg \Delta \), where the Andreev reflections give a negligible contribution. Thus, the dc current is given exclusively by the quasiparticle term which adopts the form of a resonant-tunneling-like expression

\[
I_0(V) = \frac{4e}{h} \int_{-\infty}^{\infty} d\omega \frac{\Gamma_S^R(\omega - eV) \Gamma_S^R(\omega)}{(\omega - \epsilon)^2 + [\Gamma_S^R(\omega - eV) + \Gamma_S^R(\omega)]^2} \left[ n_F(\omega - eV) - n_F(\omega) \right],
\]

where \( \Gamma_{L,R}^S \) are the superconducting tunneling rates defined as \( \Gamma_{L,R}^S(\omega) = \Gamma_{L,R} \rho^S(\omega) \), being \( \rho^S \) the corresponding dimensionless BCS density of states given by \( \rho^S = |\omega|/\sqrt{\omega^2 - \Delta^2} \), and \( n_F(\omega) \) is the Fermi function. In this expression \( \epsilon \) is the effective resonant level position in which the charging effects have been included, i.e. \( \epsilon = e_0 + E_C + \eta V \). This expression means that the effective level is renormalized by the charging energy. Moreover, this level moves with the voltage depending on the voltage drop in both junctions. In the previous expression \( \eta \) is the relative voltage drop which takes place in the left hand side junction: \( \eta \equiv V_L/V = C_R/(C_R + C_L) \), where \( C_{L,R} \) are the capacitances of both junctions.

In Fig. 4.3 is shown the dc current \( I_0(V) \) given by Eq. (4.2) for decreasing coupling to the leads. The current has been normalized by \( I_N = (4e^2/h) \Gamma_L \Gamma_R/\Gamma_L + \Gamma_R \), which is the normal current at very large voltages. In this figure it is also shown the normal case corresponding to the superconducting case represented by the full line. This is the case that we have estimated corresponds to the experimental result of Fig. 4.2 (lower panel). As can be observed, there is a good quantitative agreement with that result. Moreover, notice that the line shape progressively resembles a BCS density of states. Another interesting feature is that the threshold voltage in the superconducting case is shifted with respect to the normal case. This is a simple consequence of that in order to have a non-zero current in the superconducting case, the voltage have to provoke that the lower edge of the left superconductor reaches
Figure 4.3: Zero-temperature I-V characteristics corresponding to the case of a metallic particle weakly coupled to superconducting leads (Eq. (4.2)). Full line: $\Gamma_L = 5 \times 10^{-3}\Delta$, dashed line: $\Gamma_L = 10^{-3}\Delta$ and dotted line: $\Gamma_L = 2 \times 10^{-4}\Delta$. In all cases $\Gamma_R = 4\Gamma_L$ and $\epsilon = 5\Delta$.

the resonant level $^3$.

In Ref. [168] special attention was paid to the behavior of the I-V characteristics near the threshold voltage, in particular to the broadening and reduced amplitude with respect to a BCS spectral density. In fact, our theory predicts a finite height and width of these resonances without having to resort to the introduction of any phenomenological broadening parameter. This is a simple consequence of having a small but finite coupling to the leads. Eq. (4.2) in the limit of vanishing coupling reduces to

$^3$In Fig. 4.3 the superconducting threshold voltage is the normal one plus $2\Delta$ because we have assumed that the voltage drops symmetrically in both interfaces.
\[ I_0(V) = \frac{4e\pi}{\hbar} \frac{\Gamma_L^S(\epsilon)\Gamma_R^S(\epsilon)}{\Gamma_L^R(\epsilon) + \Gamma_R^R(\epsilon)}, \]

which coincides with the result one would expect from a sequential tunneling picture [188]. Thus, the coherent processes taken into account in Eq. (4.2) are responsible for the rounding off of the resonant peaks.

Let us also notice that in the case where \( eV \gg \Delta \) the tunneling rate of the right junction reduces to the one of the normal case, what simplifies the expressions (4.2-3). It is also worth noticing that the expression (4.3) for the sequential tunneling limit is only valid for extremely small couplings.

For ending this section, let us make some comments about the generalization of our results for the transport in the multilevel case. Indeed, this generalization is quite simple. Several authors have developed a theory, referred to as \textit{orthodox theory}, which describes the transport through quantum dots taking into account the charging effects by means of a simple classical argument [188, 189]. The description of the current is based on a sequential picture of the electronic transport, where the current is governed by a set of master equations. The generalization of this theory to the superconducting case is trivial. One has only to replace the normal scattering rates by the superconducting ones defined as in Eq. (4.2). This scheme has been recently carried out by Whan and Orlando [190] and we recommend to the reader to consult this reference for further details.

### 4.4 Resonant tunneling and Andreev reflections

In this section we concentrate in a case where the coupling is not so weak \((U \sim \Gamma_{L,R})\), so that the Coulomb blockade effects are absent. As discussed above, this case can be described by a single spin-degenerate effective level. In contrast to the previous case, now the effect of MAR’s becomes crucial and the full formalism is needed for the calculation of the current.

To illustrate how the subharmonic gap structure (SGS) is modified by the resonant transmission we show in Fig. 4.4 the I-V curves for a symmetric case where the level position is fixed at \( \epsilon = 0 \), while \( \Gamma = \Gamma_L = \Gamma_R \) varies between \( \Gamma \gg \Delta \) and \( \Gamma < \Delta \). As can be observed, in the limit \( \Gamma \gg \Delta \) the case of a ballistic S-S junction is recovered (see chapter 2), where the main features are the absence of SGS and the saturation of the current for \( V \to 0 \) given by \( I_0 \sim 4e\Delta/\hbar \). The departure from the S-S behavior becomes apparent for decreasing \( \Gamma \), where a progressively pronounced SGS appears. Notice that, in contrast to what is found in S-N-S structures with a continuum of states in the central region, in the present case the \( I_0(V) \) curve itself exhibits oscillations with the concomitant appearance of negative differential con-
Figure 4.4: Zero-temperature I-V characteristics corresponding to the case where Coulomb blockade is absent for different values of $\Gamma = \Gamma_L = \Gamma_R$. The effective resonant level is fixed at $\epsilon = 0$.

ductance. It is also noticeable the disappearance of the subharmonic structure at voltages $eV = 2\Delta/n$ with even $n$.

The SGS found in this system is controlled by the resonant transmission. In fact, in the limit of $\Gamma \ll \Delta$ the position and shape of the subgap current peaks can be understood by means of the following simple picture. When $eV < 2\Delta$, current between the superconducting leads can flow due to MAR processes. As in the case of S-S or S-N-S junctions, there appear jumps in the subgap I-V characteristics at voltages corresponding to the opening of a new Andreev channel. However, the
The amplitude of these subgap processes is greatly modified by the presence of a resonant level between the leads, in such a way that only those MAR trajectories that connect the resonant level to the lead spectral densities give a significant contribution to the current. The inset in Fig. 4.5 illustrates the second order Andreev trajectory which gives the dominant contribution to the current when $2\Delta/3 < eV < \Delta$. As $eV$ decreases towards $2\Delta/3$, the energies of the initial and final states on this trajectory approach the gap edges, which results in a BCS density-of-states-like shape of the current peak at $eV = 2\Delta/3$ (see Fig. 4.5(a)).

Figure 4.5: Detail of the subgap structure for $\Gamma = 5 \times 10^{-2} \Delta$ with $\epsilon = 0$ (a) and $\epsilon = 0.2\Delta$ (b). Full line: complete numerical calculation; dotted line: sequential approximation discussed in the text. The inset represents a typical resonant trajectory mediated by two Andreev reflections. The arrows indicate the position of the first resonances for $\epsilon = 0.2\Delta$.

This simple picture enables us to evaluate the SGS at $\Gamma \ll \Delta$ analytically. For this purpose we shall generalize the sequential picture for the multiple processes
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introduced in Chapter 2. The first step is to identity the generalized tunneling rates \( \Gamma_n^{(in)}(\omega) \) and \( \Gamma_n^{(out)}(\omega) \) associated with the \( n \)th order Andreev process connecting the dot to the leads. Here the \( \Gamma_n^{(in)} \) give the probability of an electron or a hole to get into the dot as an electron, while the \( \Gamma_n^{(out)} \) correspond to the complementary processes where one electron leaves the dot and reaches the leads as an electron or as a hole. Within the sequential picture of these processes, the rates adopt for a symmetrical case \( \Gamma = \Gamma_L = \Gamma_R \) the following expressions:

\[
\Gamma_n^{(out, in)}(\omega) = \Gamma^{2n+1} \rho_S(\omega \pm (2n + 1)eV/2) \prod_{j=1}^{n} \left| \frac{f(\omega \pm (2j - 1)eV/2)}{\omega - (-1)^j \epsilon \pm jeV} \right|^2,
\]

where \( f(\omega) \) is the dimensionless BCS pairing amplitude of the uncoupled leads defined as \( f(\omega) = \Delta/\pi \sqrt{\Delta^2 - \omega^2} \). This expression can be understood as follows. First, \( \Gamma^2[f(\omega)]^2 \) is the Andreev reflection probability at the lowest order in \( \Gamma \), while the denominator in Eq. (4.4) is related to the transmission probability through the dot. So that, the rates are simply the product of the probabilities of the elementary processes which form an multiple Andreev reflections. The total current can be then computed as the sum of the contributions due to all possible combinations of \( in \) and \( out \) processes. Every contribution must be weighted by the total charge which is transferred in the combined process. For instance, the process depicted as an inset in Fig. 4.5 is a combination of two processes of the first order and has an associated charge of \( 3\epsilon \). The resulting expression for the current is

\[
I_0(V) = \frac{8e\pi}{\hbar} \sum_{n,m} (n + m + 1) \frac{\Gamma_n^{(in)}(\epsilon) \Gamma_m^{(out)}(\epsilon)}{\Gamma_n^{(in)}(\epsilon) + \Gamma_m^{(out)}(\epsilon)}.
\]

Fig. 4.5 illustrates in further detail the SGS of the I-V curves for \( \Gamma \ll \Delta \). For comparison the results given by Eq. (4.5) are also shown. As can be observed, this simple approximation fairly reproduces the exact numerical results in this small \( \Gamma \) limit. The rounding off of the peaks which is observed for increasing \( \Gamma \) in Fig. 4.4 is due to off-resonant processes as discussed for the case of large charging energy. In the limit \( \Gamma \sim \Delta \) the sequential tunneling picture breaks down due to the interference among the different multiple processes.

For the general case with \( \epsilon \neq 0 \), the SGS becomes more complex due to the appearance of additional resonances. This is illustrated in Fig. 4.5(b) for the case \( \epsilon = 0.2\Delta \) and \( \Gamma = 5 \times 10^{-2}\Delta \). As can be deduced from the sequential formulae of Eq. (4.5), resonances appear both at \( \epsilon V_n^+ = (\Delta + \epsilon)/(2n + 1) \) and \( \epsilon V_n^- = (\Delta - \epsilon)/(2n + 1) \) corresponding to processes in which the initial or final states are at the gap edges (notice the disappearance of the even series in the SGS). The sequential picture also predicts the appearance of resonances at \( jeV = 2\epsilon \) due to resonant coupling between
electron and hole states. In the exact numerical results the resonances are somewhat shifted with respect to these predictions and some of them are difficult to resolve. Nevertheless, it should be stressed that the main qualitative features of the exact SGS are already contained in Eq. (4.5).

Figure 4.6: Zero-temperature I-V characteristics for different positions of the resonant level $\epsilon$. (a) $\epsilon = 5\Delta$, (b) $2\Delta$, (c) $\Delta$, (d) $\Delta/2$ and (e) 0. $R_N(0)$ is the normal resistance at the Fermi level. The curves (c), (d) and (e) have been displaced for the sake of clarity.

Fig. 4.6 shows how the I-V characteristics evolve with the resonant level position $\epsilon$. The tunneling rates are taken in this case as $\Gamma_L = \Gamma_R = \Delta$. As can be observed, when the level is far from the gap region (case a) the limit of energy independent transmission is recovered (see Fig. 2.6). As the resonant level approaches the gap region the subgap structure becomes progressively distorted with respect to the energy independent transmission case. While the structure corresponding to the opening of odd-order MAR processes is enhanced, the structure at $eV \sim 2\Delta/n$ with even $n$ is suppressed. A detailed analysis of the I-V characteristics as a function of the resonant level position can be found in recent works [191, 192, 193].

As has been already mentioned, an ideal experimental setup to study the interplay between resonant tunneling and MAR’s would be an artificial atom with
superconducting leads as represented in Fig. 4.1. In this type of structure, for a quantum dot area of $\sim (100\text{nm})^2$, the mean level spacing would be around $2.7\text{meV}$ [194], which is much larger than the superconducting gap on the leads if these were made of Al ($\Delta_{\text{Al}} \sim 0.18\text{meV}$). On the other hand, the coupling to the leads could be given any desired value by varying the conductance of the two point contacts, and the charging energy could also in principle be changed by varying the different capacitances between the dot and the surrounding metallic leads and gates. Thus, the conditions for observing this regime could be attainable. In fact, a system of these characteristics would not be very different from the superconducting quantum point contacts developed by Takayanagi et al. [91].

4.5 Conclusions

In conclusion, in this chapter we have presented calculations for the electronic transport through discrete resonant levels coupled to superconducting leads. Firstly, we have analyzed the case of large dot charging energy and weak coupling with the electrodes. In this case the only contribution to the current comes from quasiparticle tunneling processes. The results that we have obtained naturally explain the I-V characteristics of the experiments in Al nanoparticles of Ref. [168].

The main part of this chapter has been devoted to the analysis of a situation in which the Coulomb blockade effect is absent. In this regime we have shown how the subgap structure is modified by the presence of a resonant transmission. One of the most remarkable features is the appearance of regions with negative conductance. Furthermore, we have shown that in the weak coupling limit the SGS can be described within a sequential picture for the multiple Andreev reflections. Finally, we have discussed the experimental conditions that should be met in order to observe this regime.

4.6 Future and open problems

With respect to the future and open problems related with the first part of the thesis, there are a lot of remaining challenges both from the experimental and the theoretical point of view. Let us first review some of the unsolved experimental problems.

Probably, the main experimental challenge in the superconducting electronic transport is the small bias voltage limit, and in particular the zero-voltage case. For instance, in the atomic contacts the critical current is smaller than the predicted one [74, 85, 86]. This discrepancy can be due to that in these experiments one does not measure the critical current strictly but the switching current, as we commented.
in section 2.4.3. We expect that a similar analysis to the one developed in Ref. [141]
for tunnel junctions gives us the solution of this problem.

With respect to the supercurrent-phase relation, the experiment of Koops et al.
[138] showed for the first time a relation which deviated from the usual \( I_S(\phi) \sim \sin \phi \). However, the agreement with the theory was not totally satisfactory, specially
because they had not a method for determining the transmission distribution of the
atomic contact. However, thanks to the channel spectroscopy introduced by Scheer
et al. [143], we believe that one could now carry out a definitive comparison between
experiment and theory.

Within the small bias voltage regime, an experimental determination of the linear
conductance \( G(\phi) \) is still lacking. As we commented in Chapter 2, this conductance
could manifest in the analysis of the switching current or in a more direct way as in
the experiment by Rifkin and Deaver [42].

Another pending issue is the direct observation of the Andreev bound states
which carry the supercurrent in a superconducting contact. With respect to this
point, in the Appendix D we propose a method for determining them by means
of the analysis of the supercurrent under a microwave radiation. The coupling
of the supercurrent to a microwave laser field gives rise to an induced current whose
frequency dependence shows clearly the existence of the Andreev bound states (see
Appendix D for details).

Another experimental challenge is the analysis of biased voltage contact under
a laser radiation. Such radiation gives rise to the appearance of the well-known
Shapiro steps. As we commented in section 2.4.2, in the case of a transmissive
junctions would appear new steps with respect to the tunnel case. This is due to the
possibility of multiple processes. On the other hand, this would be a way of revealing
the ac current components and checking our predictions for such components.

With respect to the analysis of Chapter 3, the shot noise measure in an super-
conducting atomic contact is a nice experimental challenge and, in particular, the
possibility of detecting the transfer of multiple charges associated with the Andreev
reflections.

With respect to Chapter 4, it would be worthy to investigate experimentally
situations in which the superconducting transport is modified by the presence of
a resonant transmission, by charging effects or by electron correlations. In other
words, it would be important to analyze the resonant tunneling, Coulomb blockade
and Kondo effect in quantum dots coupled to superconducting leads. As we explained
in previous sections, a semiconductor 2DEG is the ideal system to study these effects.

From the theoretical point of view there are a lot of remaining tasks. In the
following paragraphs we shall remark some of the future projects which would be
worthy to face.

In Chapter 2 we have developed a theory for the so called superconducting quan-
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tum point contacts, where the constriction length is much smaller than the superconducting coherence length. The following step would be to generalize the theory to the cases of contacts with arbitrary length, where the proximity effect play an essential role. Some steps toward this aim have already been done [195]. We also have started this projects by analyzing how the subharmonic gap structure is modified by the presence of a normal constriction whose length is comparable to the superconducting coherence length of the leads. This has been done in relation with the experiments in Al-Au-Al atomic contacts investigated by Scheer et al. [145, 146].

Within the analysis of SQPCs carried out in Chapter 2, there still remains the detailed study of the small bias voltage regime. In this case is difficult to satisfy experimentally the condition of constant voltage, as we have assumed throughout our analysis. Therefore, we must also study the case of a current biased contact.

It would be also interesting to analyze theoretically the Shapiro steps in a superconducting quantum point contact. We must still investigate how the ac current components manifest in such steps.

On the other hand, it would be also worthy to analyze how the subgap structure is modified by the presence of magnetism, for instance in a S-F-S quantum point contact, where F is a constriction of a ferromagnetic material. In this case the spin symmetry is broken and this modifies the Andreev reflections, because these processes couple electrons and holes with opposite spins.

In relation with the work presented in Chapter 4, there are two interesting future projects. First, it would be very interesting to analyze situations where charging effect begin to modify the subharmonic structure. Secondly, the study of the Kondo effect in a quantum dot with at least a superconducting electrode would allow us to understand how electron correlations modify the superconducting transport. In principle, our Hamiltonian approach is well-adapted for these two projects and within our group there is great experience in this type of problems [110].

Finally, we also intend to take advantage of the experience acquired in the contacts of traditional superconductors for investigating the electronic transport in high temperature superconductors.
Part II

Electronic transport in atomic contacts
Chapter 5

Transport in atomic contacts: Introduction

During the present century they have been answered some of the fundamental questions about the elementary particles which form the matter. Although, we know that atoms are the basis of the solids since many decades ago, until recently it seemed a dream to be able to “see” the atoms or to manipulate them individually to form electronic devices. However, nowadays they are common practices in the nanotechnology laboratories all over the world. This great change is mainly due to the appearance in the eighties of the Scanning Tunneling Microscope (STM) [73]. This ingenious device consists of a metallic tip, attached to a piezoelectric, which approaches a surface also conducting. The distance between the tip and the surface is controlled by the piezo. When one applies a potential difference between the tip and the surface a current flows which allows us to obtain information on such surface. The most remarkable feature of this technique is that it permits to “see” the surface in situ, exploring defects, adsorbed atoms, etc. The STM was the first spectroscopic technique with spatial resolution which permitted to analyze atomic systems. Moreover, it opened the door to the manipulation of atoms, the design of atomic and molecular circuits, the study of mechanical properties at a nanometric scale and many other applications.

The STM and similar techniques obtain information on the systems investigated by means of a measure of the electrical current which flows through them. Thus, it is crucial to know how this current flows. So then, the objective of the part II of the thesis is the theoretical study of the electrical conduction through metallic atomic-size contacts. We are not concerned with the analysis of the Scanning Tunneling Microscope, whose theory is relatively well-established, but to know how the electronic transport takes place through metallic contacts with minimum sections of just a few atoms. Motivated by the questions that arose in relation with the experimental comparison of the superconducting I-V curves in atomic-size contacts
(see section 2.5.3), we endeavor to understand in these atomic circuits the relation between the electrical current and the quantum properties of the atoms forming such circuits.

This of the chapter is organized as follows. In section 5.1 we shall review some of the most important features of the electronic transport in atomic contacts and we shall emphasizing some of the open problems. Finally, section 5.2 is devoted to the presentation of our aims for the part II of thesis.

5.1 Historical review

We begin our historical review in the moment of the appearance of the Scanning Tunneling Microscope (STM) in 1981 [73]. The operation principle of the STM is rather simple as we commented in the introduction. It consists of a metallic tip which explores a surface typically at constant tunnel current (see Fig. 5.1). The displacements of the metallic tip given by the applied voltages to the piezos thus yield a topographic picture of the surface. The great STM resolution lies in the strong dependence of the tunnel current with the distance between the electrodes, i.e. between the metallic tip and the surface to be explored. This technique offered for the first time the possibility of determining the structure of a surface in real space, including non-periodic structures. Thus, it offers the possibility of observing in a direct way dislocations, defects, absorbates, etc, located on the surface.

The first quantitative theory of the STM was presented by Tersoff and Hamann in 1983 [196]. The main conclusion of this work was that the STM images at low voltages, or in short the current in the STM, is a measure of the sample local density of states at the Fermi level in the position of the tip. Then, an STM image is basically a spatial map of the surface electronic structure.

In the later years there appeared a great amount of experimental and theoretical works related with the STM. Let us mention here the theoretical works by Lang [197, 198] in which he analyzed the images of individual atoms absorbed in a metallic surface. His main conclusion was that the crucial parameter for determining the apparent height of an atom in a STM image at low voltages are the s and p densities of the absorbate at the Fermi energy.

Traditionally the STM has been used in the regime known as tunnel regime, in which the tip and the surface are kept apart, separated by a distance (∼10 Å) which implies that the current depends exponentially on such a distance. In 1987 Gimzewski and Möller [199] analyzed the transition from tunnel regime to contact regime, in which the the tip and the surface “touch each other”. These authors found that in this latter limit there are important corrections to the simple exponential behavior of the contact resistance as a function of the distance. Moreover, they found that the contact regime appears together with a mechanical instability which
marks the transition between both regimes. Several authors, Lang [200] and Ferrer, Martin-Rodero and Flores [123] discussed this transition and found that at very short distances the current saturates at a certain value. In particular, Ferrer et al. [123] showed that in the case of one-atom contact (with only one orbital per atom) the resistance saturates at a constant value $h/2e^2 \sim 12.9k\Omega$, which is referred to as the quantum resistance.

Let us abandon for a moment the context of atomic contacts and speak about a fundamental phenomenon in our subsequent discussion. In 1988 there appeared two independent experimental works which investigated the conductance of a ballistic point contact defined on a two-dimensional electron gas (2DEG) of great mobility in heterostructures GaAs-AlGaAs [89, 90]. Both works showed that the low temperature conductance changed in steps quantized in units of $2e^2/h$ as the contact width was varied, controlled by a gate on top of the heterojunction (see Fig. 5.2).

Let us briefly explain this phenomenon known as conductance quantization. The appearance of conductance steps of height $2e^2/h$ can be understood with the Landauer formula for the low temperature conductance [95]. This formula tell us that the conductance of the system can be expressed as
Figure 5.2: Conductance as a function of gate voltage in a point contact created in a GaAs-AlGaAS 2DEG [89]. Notice that the conductance exhibits plateaus at multiples of $2e^2/h$.

\[ G = \frac{2e^2}{h} \sum_{i=1}^{N} T_i, \]  

where $T_i$ is the transmission probability of the $i$-th conducting channel and $N$ is the number of conducting channels which contribute to the current. The width of these quantum point contacts is comparable to the Fermi wave length $\lambda_F$, which causes the quantization of the transversal momentum, giving rise to a discrete number of subbands contributing to the current. As the point contact width is continuously reduced, the number of conducting channel $N$ reduces in a step-like way. This fact gives rise to the conductance pattern which can be seen in Fig. 5.2. Moreover, when the system is in the ballistic regime (i.e. there is no scattering with impurities), every channel has a perfect transmission and the step heights are equal to $2e^2/h$.

Let us go back to the atomic contacts. Since its invention the STM has provided images of surfaces, atoms and molecules with an unknown resolution. But the STM has also been used to modify surfaces, for instance positioning molecules [201] and
transferring an atom from the STM tip to the surface [202]. It is even more impressive the possibility which the STM offers of manipulating individual atoms with high precision [203, 204], permitting the fabrication of rudimentary structures. Thus, at the beginning of this decade the first steps toward the definite miniaturization of the electronic devices were given [205, 206]. Examples of atomic-size electronic devices are the atomic switches realized with the movement of an individual Xe atom [207], or the well-known quantum corrals [208].

The interest in the atomic-size contacts has not been exclusively restricted to the analysis of their electronic transport. Another aspect which has attracted the attention is the possibility of studying at an atomic scale mechanical properties like adhesion, contact formations, nanoindentation, separation, fracture, etc. From the experimental point of view the study of these properties has been possible due to the advent of the Atomic Force Microscope (AFM) [209], and from the theoretical point of view thanks to the molecular dynamics simulations [210, 211, 212]. Although we are not interested in studying the mechanical properties of atomic contacts, it is important to know a little about them because they determine the process of contact formation, defining the contact geometries which are finally reflected in the current through these systems.

The combination of the AFM with molecular dynamics simulation have showed that the process of a contact formation, by indenting or pulling a tip over a surface, takes place in a series of elastic and plastic stages. During the elastic stages the atomic layers approach or are put apart keeping basically its crystalline structure. On the other hand, the plastic stages consist of sudden atomic rearrangements due to mechanical instabilities which give rise to abrupt changes in the contact section. Below, we shall comment the importance of these phenomena in the determination of the current, and in particular in relation with the conductance quantization in metallic contacts.

At the beginning of this decade arose another technique for creating atomic-size contacts. This is the technique of the *mechanically controllable breakjunctions* (MCB) [74], which has been widely described in the section 1.2.3. Due to the control in the breaking process in the breakjunctions it is possible to follow the evolution of the conductance as the contact section is changed. Fig. 5.3, taken from Ref. [83], shows two examples of the variation of the conductance $G$ of the same Pt contact as a function of the voltage $V_p$ in the piezoelectric, i.e. as a function of the diameter of the constriction. As can be seen, $G$ changes in abrupt steps, in a similar way to the phenomenon of conductance quantization in semiconductor 2DEGs. Although the steps have the expected magnitude of the order of $2e^2/h$, a quantization as clear as in the semiconductor point contact is not found.

Experiments like the one mentioned in the previous paragraph were the starting point of a bitter discussion about the conductance quantization in metallic contacts,
Figure 5.3: Evolution of the conductance of a Pt breakjunction as its section is decreased [83]. The heights of conductance steps are of the order of $2e^2/h$, but quantization is not observed.

which unfortunately has monopolized the discussion about the electronic transport in these systems. Early two explanation of the origin of the abrupt jumps in the conductance arose. The first one, identical to the one commented in the context of 2DEG, is based on the discrete variation of the number of conducting channel as the contact section varies continuously. The second explanation states that these jumps are related to the sudden atomic rearrangements which take place in the elongation or contraction of the contact. These explanations are based on two different pictures of the transport in these nanostructures. The first explanation of the origin of the conductance jumps is based on a transport picture based on the idea of free electrons flowing through a constriction. The second explanation is based on an atomistic picture of the electronic transport, in which the contact is described as a set of atoms through which the current flows. Next, we shall revise some of the main works which tried to clarify this transport phenomenon in atomic contacts.

Todorov and Sutton presented a work in which they combined a molecular dynamics simulation with a calculation of the conductance based on a tight-binding description of the contact [213]. Thus, they analyzed the conductance while the contact was elongated and they found that the contact section changes abruptly through a series of mechanical instabilities, which are reflected in step-like variation of the conductance in agreement with the experiments. In short, they claimed that the
5.1. HISTORICAL REVIEW

conductance jumps are due to the atomic rearrangements that take place during the formation of the contact.

These abrupt conductance jumps were also observed in different experiments using STM. For instance, Agrait et al. [214] showed that in Au at low temperatures the last conductance plateaus before breaking the contact are reproducible and quantized in units of the quantum conductance \( G_0 = 2e^2/h \). On the other hand, Pascual et al. [215] obtained similar results in Au contacts at room temperature. These latter authors attributed the conductance quantization to the quantization of the electron transversal momentum in the contact.

In an interesting work, Krans et al. [82] analyzed the conductance of breakjunctions during the elongation (or contraction) of the contacts for three different metals: Cu, Al and Pt. In this work they showed that the slopes of the conductance plateaus are characteristic of each metal and change from one metal to another. Another interesting point of this work is that for the first time a histogram of the last conductance plateau was performed. The aim of these histograms is to investigate if some metals show a statistical tendency of conductance quantization. The histograms of Cu and Al showed that these metals have certain tendency to be quantized. However, Pt shows a conductance large than \( G_0 \) in its last plateau. This fact together with the different tendencies of the plateaus point out the importance of the electronic structure of each metal in the transport properties of these nanocontacts. In particular, the authors pointed out that the fact of having a conductance greater than \( G_0 \) in the Pt last plateau could be due to the fact that Pt is a transition metal and the d orbitals could provide additional channels for the current flow.

Another interesting work was done by Olesen et al. [216]. They presented conductance measurements at room temperature in point contacts formed between a STM tip and surfaces of Ni, Cu and Pt. With certain optimism they concluded that the conductance in these contacts is quantized in unit of \( G_0 \), presenting so the conductance quantization in metallic contact as an universal phenomenon. Naturally, the origin of the quantization was attributed to the quantization of the electron transversal momentum in a contact of a few atoms. This article was reply in a comment by Krans et al. [217] in which they argued that: “in irregular or atomically disordered atomic systems, where there are no well-defined transverse modes, one loses the notion of conductance channels. Conductance jumps may still occur, as a result, say, of atomic rearrangements, but these jumps can be of arbitrary size and are not a sign of conductance quantization”. So, the discussion on the conductance steps went on and has arrived until nowadays.

A work that throws some light on the quantization problem was the one done by Krans and Ruïtenbeek [218]. In this reference the authors analyzed the transition from semimetallic Sb contacts to vacuum tunnel junctions using mechanically

\[1\] We shall analyze the different tendencies of the conductance plateaus in Chapter 7.
controllable breakjunctions. They showed that the conductance of Sb atomic-size contacts is small compared to $G_0$ due to the large $\lambda_F$ in a semimetal. Observation of subquantum conductance steps when varying the contact area of atomic dimensions gives clear experimental evidence for rearrangements of atoms building up the contact.

It seemed that the atomistic point of view of the transport in metallic contacts gathered strength. At that time an interesting question was: is there any unambiguous evidence of conductance quantization in metallic contacts? The work done by Krans et al. [219] was devoted to the answer of this question. These authors observed a characteristic sequence of jumps in the evolution of the conductance upon stretching in Na breakjunctions. The concrete jump sequence which they observed was: $1G_0$, $3G_0$, $5G_0$, $6G_0$, ... (see Fig. 5.4). In this series the jumps in $2G_0$, $4G_0$ and $7G_0$ are absent. The authors claimed that the observed sequence has a natural explanation in terms of the conductance quantization in the contact. These jumps correspond to those that one would expect in a contact with cylindrical symmetry due to the degeneracy of certain modes in this geometry [220, 221, 222]. On the contrary, Cu contacts did not exhibit the same jump sequence, what was interpreted as that certain atomic configurations are preferred in this case. The final conclusion of this interesting work was that in these experiments the conductance variation in metallic contacts of variable size is determined by the conductance quantization and by the discreteness of the contacts.

On the analysis of the conditions which favor the conductance quantization it is worth remarking two papers. In a theoretical work Bratkovsky et al. [224] combined molecular dynamics simulations with conductance calculations and concluded that the conductance quantization is favored at high temperatures. In the evolution of a contact in its process of formation, a high temperature implies that the atoms of the systems have a greater kinetic energy. Thus, the system has enough time to rearrange itself by minimizing the surface energy and giving rise to ordered compact structure. This absence of disorder is the cause which favors the quantization. This theoretical prediction was experimentally confirmed by Muller et al. [225]. These authors analyzed breakjunctions of Au and Cu at room temperature and found more horizontal plateaus than in the case of low temperatures, and a lot of them at integer multiples of $G_0$. However, they also found some deviations in the condition of quantization.

In what we have exposed so far, it is evident the relation between the transport properties and the mechanical ones. This relation was further clarify in a set of experiments in which a measure of the contact forces by means of an Atomic Force Microscope (AFM) and a measure of conductance were combined [226, 227, 228, 229].

---

2We now stress that this peculiar sequence of conductance steps are not observed in other metals, like for instance Au [223].
Figure 5.4: Evolution of the conductance in Na atomic-size contacts at 4.2 K [219]. The contact section is reduced by increasing the piezoelectric voltage.

These experiments showed that the contact deformation takes place in a set of elastic and plastic stages in agreement with the molecular dynamics simulations. They stressed that every conductance jump corresponds to a jump in the forces, what was interpreted as the step-like variation of the conductance is always due to atomic rearrangements in the contact.

The first theoretical article that presented a simultaneous calculation of the conductance and the forces in an atomic contact was done by Todorov and Sutton [231]. In this work they showed by means of molecular dynamics simulation and tight-binding calculations of the conductance, that the jumps in both quantities coincide and are due to atomic rearrangement in the contact.

With the advent of these last works it seemed quite clear that the atomistic picture prevailed over the free electrons picture. However, both pictures are not incompatibles. For instance, Stafford et al. [232] have recently presented a work in which they developed an unified treatment of the cohesion and conduction properties in terms of the scattering matrix. Using a jellium-type approximation they presented a picture in which the conducting channels behave as delocalized chemical bonds which provide the metallic cohesion to the contact. At the same time, they showed a correlation between the conductance jumps and the force jumps. Several authors
I have obtained similar results using similar approaches to this latter one \cite{233, 234, 235}. Therefore, one can obtain similar results from different points of view about the electronic properties.

In the last paragraphs of this introduction to the electronic transport in atomic contacts, we would like to remark the importance of an essential factor to us. As it is clear from the experiments reviewed so far, there are evident differences between contacts of different metals, which in our opinion is a clear evidence of the relevance of the electronic structure in the transport properties of metallic nancontacts. For this reason, we now concentrate in the influence of the contact chemistry on the current through these systems. To remind now the importance of the chemistry to somebody in the STM business is almost a sacrilege, because the usefulness of STM lies on the relation between the current and the electronic structure of the surfaces to be explored. However, in the context of atomic circuits, in which we are interested it is seem to have forgotten the importance of this item. This has been mainly due to the possible existence of the conductance quantization and its supposed universality, what of course would be much easier to understand within a picture of free electron circulating through a constriction whose width is comparable to the Fermi wave length of the system. Of course, there are notable exceptions between which we shall bring out someones in the next paragraphs.

Lang \cite{236} generalized his ideas developed for the STM in order to analyze the case of atomic wires. The systems which he study consist of two semiinfinite metallic electrodes coupled to an atomic chain with an arbitrary number of atoms. The electrodes are describe with a jellium model within the framework of the density functional. For instance, he has calculated the resistance of Al wires with 1 to 3 atoms, and he found resistances between 6.6 and 9.0 k\textOmega. But the relevant thing is that he stressed the importance of the contribution to the current of the s and p orbitals of Al, and showed how the electronic structure of individual atoms plays an essential role in the transport through atomic wires.

Another remarkable work on the importance of the contact electronic structure was done by Sirvent \textit{et al}. \cite{237}. In this work the authors analyzed experimentally atomic contacts of transition metals like Ni and Pt. They showed that these metals exhibit a last plateau before breaking the contact with conductance larger that \( G_0 \), while Au contacts are quantized. From the theoretical point of view they showed that the difference between transition metals and noble metals like gold is due to the contribution to the current of the d orbitals in the case of the transition metals.

Another interesting reference is the one by Yazdani \textit{et al}. \cite{238}, in which the authors measured the resistance of wires consisting of one and two individual Xe atoms set in series using an STM. Both the measurements and the calculation based on the above mentioned Lang method yield a resistance of \( 10^5 \) Ohms for the case of one Xe atom and \( 10^7 \) Ohms for the case of two atoms. These resistances are much
larger than the quantum resistance (\(\sim 12.9 \text{k}\Omega\)) because the conduction through the Xe atoms takes place through the tail of the 6s resonance of Xe, which lies very far from the Fermi level. Maybe, the most important thing in this work is the idea that the transport in these nanostructures can be understood in terms of the individual electronic states of the atoms.

In the last part of this section we shall comment the experiment which motivated the part II of this thesis, the experiment done by Scheer et al. [143] which we commented extensively in section 2.5 in relation with the superconducting transport. Here, we shall briefly remember this experiment and emphasize the consequences that it had for the normal transport in atomic contacts.

As in any mesoscopic structure, in an atomic contact the electrical transport takes place through independent conducting channels which are characterized by its transmission coefficient \(T_i\) and whose contribution to the total conductance \(G\) is \(G_0 T_i\), where \(G_0 = 2e^2/h\) is the quantum conductance [95]. In the metallic contacts only a few conducting channels contribute to the current. In the traditional experiments that we have described so far it is only obtained information on the contact total transmission \(T = \sum_{i=1}^{N} T_i\) through the measure of the conductance \(G\) by using the relation \(G = G_0 T\). It is evident that it would be very valuable to obtain information on the individual transmissions of the different channels. In their work Scheer et al. [143] showed that it is possible to measure the whole set \(\{T_i\}\) in the case of superconducting materials (see Ref. [143] or section 2.5 for details). Hereafter we refer to the technique designed by Scheer et al., which permits to obtain the transmission distribution, as channel spectroscopy.

As we commented in section 2.5, Scheer et al. analyzed the superconducting current-voltage characteristics of Al atomic-size contacts using microfabricated breakjunctions. From this experiment they obtained a set of fundamental conclusions with respect to the normal electronic transport in these contact, and we next remember some of them:

1. Even in cases in which \(G < G_0\) several channels contributes to the current. In particular, in the Al last plateau before breaking the contact, where typically \(G < G_0\), they found usually three channels and in some occasions two.

2. From the previous point it is deduced that one cannot even speak, at least in the Al case, about conductance quantization in the case of \(G \sim G_0\), questioning the validity of conductance histograms to elucidate about the quantization [242].

3. The evolution of the conductance along a plateau arises from changes in several individual channels. This indicates that the channel transmissions are determined by the atomic configuration.
Several fundamental questions immediately arose from this work: what is the microscopic origin of the conducting channels in a metallic contact?, what properties determine the number and transmission of the conducting modes in a given metallic atomic-size contact? Our main aim for the part II of the thesis to answer these questions.

We finish this section recommending to the reader interested in a review of this topic the references [239, 240, 241].

5.2 Objective of the part II

As stated in the introduction, the aim of this part of the thesis is the theoretical study of the electrical current in metallic atomic-size circuits. To be exact, our aim is to answer the questions that we presented at the end of the previous section. Eventually, we want to find out the nature, number and transmission of the conducting channels in metallic atomic-size contacts.

As we commented in the historical review, the advances in nanofabrication techniques allow us to fuel the dream that electronic devices can be shrunk from the current micrometre-length scale all the way down to the single-atom or molecule scale. Nowadays we are attending to the first steps toward what is already known as Molecular Electronics. For instance, a single C_{60} molecule has been operated as an amplifier [243], and a single carbon nanotube has been used to make a room temperature transistor [244]. It seems that soon we will be able to design electronic circuits atom by atom. A prerequisite for successful design is a knowledge of the relationship between the macroscopic electrical characteristics of such circuits and the quantum properties of the individual atoms used as building blocks. Our objective is to study what determines the electrical properties, as the conductance, of atomic circuits. In order to obtain clear conclusions, we shall concentrate ourselves in the analysis of the simplest imaginable circuit: an one-atom contact between two metallic banks.

It is evident that in our way toward our aims we shall have to face some of the traditional questions of this field:

- What is the origin of the differences between contacts of different metals?
- What is the influence of the contact geometry on the conductance?
- What kind of atomic configurations are usually formed in these nanocontacts?
- In which situations one could expect conductance quantization?
- What are the simplest structures one can fabricate experimentally?, exist there and are stable the one-atom contacts?
Chapter 6

Microscopic origin of conducting channels in atomic contacts

6.1 Introduction

In this chapter we shall determine the transport properties of atomic-size contacts. Typically, we are interested in the current which flows through the contact. In the case of metallic contacts, in which the Ohm law is usually verified at the voltages we are interested in, the relevant quantity is the conductance or the resistance. In principle, in order to determine the resistance of these atomic circuits one should take into account different contributions: electron-phonon scattering, impurities, defects, etc. However, in a metallic atomic-size contact the main resistance source is the elastic scattering in the atomic neck walls. In particular, the number of transmitting modes is control basically by the narrowest part of the contact. One has a situation in which only a few conducting channels contribute to the current, a slight variation in this number may give rise to a resistance change of the order of $k\Omega$. Thus, it is quite clear the main source of resistance is concentrated in the neck region. Then, we shall concentrate in a suitable description of what happens in the neck region. Furthermore, at the typical temperatures of the experiments (1 K) the inelastic scattering length is of the order of 1 $\mu$m, so we can neglect inelastic effects.

For describing the electronic structure and the transport properties of atomic constrictions we shall use an atomic orbital basis. Moreover, the use of a semiempirical tight-binding description, as the one we follow, permits us to analyze the influence of different ingredients on the correct description of the transport properties. In particular, we believe that an adequate description needs at least the following three ingredients:

- **Chemistry:** when one revises the literature, as we did in the previous chapter,
one can see clear differences between contacts of different metals. For instance, the conductance quantization only is observed in simple metals like Na or in noble metals like Au, while it is not observed in metals like the transition ones. Another clear difference is the different behavior of the conductance plateaus upon elastic deformations. Furthermore, with the new technique introduced by Scheer et al. [143, 145, 146] it has been observed that contacts of different metals show different number of channels. All these facts unambiguously indicate that for the proper determination of the current one needs a suitable description of the contact electronic structure.

- **Geometry**: the histograms that one can find in the literature are not a proof of the conductance quantization [242], but a proof that the different atomic configurations give rise to different conductance values. For this reason we have to analyze the influence of the contact geometry on the conductance.

- **Charge neutrality**: in metals the screening length is of the order of interatomic distances, what implies that the local charge neutrality is approximately verified. In an atomic circuit the atoms of the neck region see an environment different from the one of bulk and one has to assure that the local charge neutrality condition is verified.

Finally, this chapter based on Refs. [147, 146] is organized as follows. In section 6.2 we shall describe our model for an atomic-size contact based on a semiempirical tight-binding description of the electronic structure. Section 6.3 is devoted to the expression of the current in terms of the microscopic quantities of the model. In section 6.4 we shall show the theoretical results for the transport through contacts of different metals: sp-like metals like Al and Pb, transition metals like Nb and simple and noble metals. Section 6.5 is devoted to the experimental results of Ref. [146] in which the direct connection between conducting channels in an one-atom contact and the valence orbitals of central atom is shown. We shall end this chapter in section 6.6 by summarizing the conclusions.

### 6.2 Tight-binding model for an atomic contact

As commented in the previous section, it seems reasonable to choose an atomic orbital basis for analyzing the electronic structure of an atomic-size system. This choice has been successfully used in the context of the Scanning Tunneling Microscope [123, 237, 245, 246]. Furthermore, the use of a local basis in combination with Green functions techniques provide an efficient way of obtaining the transport properties in terms of microscopic quantities [123, 237, 245, 247, 248]. In an atomic orbital basis the electronic Hamiltonian adopts the usual form
\[ \hat{H} = \sum_{i,\alpha,\sigma} \varepsilon_{i\alpha} c^\dagger_{i\alpha\sigma} c_{i\alpha\sigma} + \sum_{i\alpha \neq j\beta,\sigma} t_{i\alpha, j\beta} c^\dagger_{i\alpha\sigma} c_{j\beta\sigma}, \]  
(6.1)

where \( i, j \) denote the atomic sites, \( \alpha, \beta \) are the different atomic orbitals (the number of orbitals in each atom will be denoted by \( N_{\text{orb}} \)) and \( \sigma \) is the spin. We assume that the hopping elements \( t_{i\alpha, j\beta} \) only connect first-neighboring atoms \(^1\). Thus, we must decide how to choose the Hamiltonian parameters, what type of contact we shall analyze, etc. The following paragraphs are devoted to the description of how we shall take into account the ingredients mentioned in the introduction of this chapter.

There exist different empirical procedures for determining the parameters of the tight-binding Hamiltonian (6.1) which are known to reproduce suitably the band structure of bulk materials [249, 250]. We shall use the parametrization proposed in Ref. [250] within the two centers Slater-Koster approximation [251]. Within this two centers approximation one only needs a reduced number of matrix elements between neighbors, for instance only four to describe \( sp \) bands, all hoppings can be determined projecting adequately these matrix elements (see Ref. [251]).

As a minimum basis for the description of the transport in each metal we choose the one formed for those orbitals which give a significant contribution to the density of states at the Fermi level. Thus, for the case of superconducting metals of the group III and IV, like Al or Pb, we only include the \( s \) and \( p \) orbitals, while for transition metals like Nb we have to include the \( d \) orbitals.

In an atomic contact the local environment in the neck region is very different to that of the bulk material and therefore the use of bulk parameters in the Hamiltonian requires some justification. In first place, the inhomogeneity of the contact geometry can produce large deviations from the approximate local charge neutrality that typical metallic elements must exhibit. Within the tight-binding approximation this effect can be corrected imposing local charge neutrality through a self-consistent variation of the diagonal energies \( \varepsilon_{i\alpha} \) [252]. As discussed below, this self-consistency in the neck region turns out to be crucial for the correct determination of the conducting channels. Regarding the hopping elements, \( t_{i\alpha, j\beta} \), although we shall initially consider them as being equal to the bulk values in order to represent a neck geometry with bulk interatomic distances; we shall show that the results are robust with respect to fluctuations in the hopping elements induced by disorder in the atomic positions.

So far we have discussed two of the three ingredients that we mentioned in the introduction, namely, the chemistry of the contact and the importance of the charge neutrality condition. We shall now concentrate in the third one: the contact geometry. Indeed, this is the greatest problem that we face, because in a particular experiment the actual contact geometry is unknown. From the theoretical point

\(^1\)This condition may easily relaxed.
of view one could determine the atomic positions by means of molecular dynamics simulations [210, 211, 212, 213]. However, for extracting conclusions as clear as possible about the nature of the conducting channels we shall adopt an static picture assuming a given geometry. To be precise, we shall concentrate in the analysis of the simplest contact, an one-atom contact like the one shown in Fig. 6.1. The existence of one-atom contacts has been pointed out since several years ago [214, 82]. However, there is no a conclusive proof of that the smallest contacts which are fabricated are actually one-atom contacts. As we show below, the combination of the theory which we present in this chapter together with recent experiments which use the channel spectroscopy technique gives a clear evidence that the one-atom contacts are stable and reproducible [146].

Even for an one-atom contact there exist many possibilities for its geometry. Fig. 6.1 shows the ideal geometry which we shall usually analyze. It consists of a close-packed fcc structure grown along the (111) direction (hereafter denoted as  direction), starting from a central atom. The neck region, which contains $N$ atomic layers, is built starting from the central atom and choosing at each side the nearest-neighbors. This gives rise to a sequence: -6-3-1-3-6-, where each number indicates the number of atoms in the corresponding layer. Finally, this structure is connected to two semi-infinite crystals describing the metallic leads. The choice of the (111) direction is supported by molecular dynamics calculations which indicate that this direction is preferred. Even in cases when one starts from a different crystallographic direction, after stretching the contact close-packed structures tend to be formed (see for instance Ref. [212]). Of course, real contacts are not exactly like the one depicted in Fig. 6.1, so we have to study the effect of disorder in atomic positions and different crystallographic directions. Furthermore, by taking different values of $N$ we can describe both cases of long and short necks.

### 6.3 Current and transmission in an atomic contact

In this section we determine the current through the atomic contact described in the previous section in terms of the microscopic quantities which appear in Hamiltonian (6.1). For the sake of clarity, the detailed derivation of the current expression for an atomic contact of arbitrary geometry is described in Appendix E. In this section we only give some indications of such derivation and we mainly concentrate in the understanding of the final result.

Our aim is to obtain an expression for the electrical current through an atomic contact due to a constant bias voltage applied between the leads. For this purpose, it is convenient the use of nonequilibrium Green function techniques [247]. In particular, we make use of the Keldysh formalism [119], described in Appendix A. This technique allows us to determine perturbatively the Green functions of a system ar-
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Figure 6.1: Idealized geometry for an one-atom contact (see text for description). The layers are numbered from 1 to \( N \) starting from the left lead.

bitrarily out of equilibrium. In our problem we follow a perturbative scheme in which we divide the system into three regions: the central region formed for the contact neck and the two leads or semi-infinite crystals (see Fig. 6.1). We treat the coupling between the central region and the leads as a perturbation. As this perturbation is one-electron we can carry out the perturbation expansion up to infinite order. Thus, it should be clear that this formalism permits us to obtain the exact solution of our atomic contact model.

Within this formalism the current can be written with an expression formally equivalent to that of scattering theory [95]. The current evaluated between the left lead and the central region is given by (see Appendix E and Ref. [253])

\[
I = \frac{2e}{h} \int_{-\infty}^{\infty} T(E, V) [f_L(E) - f_R(E)] dE,
\]

(6.2)

where \( f_{L,R} \) are the Fermi-distribution functions for the (left, right) leads and \( T(E, V) \) is an energy and voltage dependent transmission probability, which can be written
in terms of the (retarded and advanced) Green functions of the system \( \hat{G}^{r,a}(E) \) as\(^2\)

\[
T(E, V) = 4 \text{Tr} \left[ \text{Im} \hat{\Sigma}_L (E - \epsilon \frac{V}{2}) \hat{G}^{r}_N (E) \text{Im} \hat{\Sigma}_R (E + \epsilon \frac{V}{2}) \hat{G}^{a}_{N1} (E) \right].
\] (6.3)

In this expression \( \hat{G}^{r}_N \) and \( \hat{G}^{a}_{N1} \) are matrices whose elements are the Green functions connecting the layer 1 and \( N \), and \( \hat{\Sigma}_{L,R} \) are the self-energy matrices describing the coupling of the central region to the leads. These matrices have a dimension equal to the number of orbitals in the first neck layer which is in contact with the left and right leads \( (M_{L, R}) \) and have a simple expression in terms of the Green functions of the uncoupled electrodes

\[
\left( \hat{\Sigma}_{L,R}(E) \right)_{\alpha \beta} = \sum_{k, l \in L, R; \gamma, \delta} t_{\alpha \gamma, k \delta} g^{a}_{k \gamma l \delta}(E) t_{l \delta \beta},
\] (6.4)

where the functions \( g^{a}_{\alpha \beta} \) are the advanced Green functions of the isolated semi-infinite crystals and can be evaluated numerically by standard decimation techniques [254].

In principle, the expression (6.2) gives the current for arbitrary bias voltage due to elastic processes. However, we are interested in the voltage range which is probed in the experiments with superconducting contacts, which is of the order of the gap parameter \( \Delta \) (typically a few tenths of meV) [143]. For this bias range normal metallic systems behave Ohmically. Even when the atomic-size contacts exhibit resonances around \( E_F \) [252], their width will in general be much larger than \( \Delta \) and the linearization of Eq. (6.2) is appropriate. In this linear regime the zero-temperature normal conductance can be expressed as

\[
G = \frac{2e^2}{h} T(E_F, 0).
\] (6.5)

By using the cyclic property of the trace, \( G \) adopts the usual form of the Landauer formula

\[
G = \frac{2e^2}{h} \text{Tr} \left[ \hat{t}(E_F) \hat{t}^\dagger(E_F) \right],
\] (6.6)

where the transmission matrix \( \hat{t} \) is defined as

\[
\hat{t}(E) = 2 \left[ \text{Im} \hat{\Sigma}_L (E) \right]^{1/2} \hat{G}^{r}_N (E) \left[ \text{Im} \hat{\Sigma}_R (E) \right]^{1/2}.
\] (6.7)

\(^2\)The Green functions \( \hat{G}^{r,a}(E) \) are formally defined as \( \hat{G}^{r,a}(E) = [E \pm i0^+ - \hat{H}]^{-1} \), where \( \hat{H} \) is the Hamiltonian (6.1).
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The existence of \((\text{Im} \hat{\Sigma})^{1/2}\) as a real matrix is warranted by \(\text{Im} \hat{\Sigma}\) being positive definite. Moreover, \(\hat{t} \hat{t}^\dagger\) is a hermitian matrix having \(M_L\) real eigenvalues, \(T_i\), which are bounded by zero and one \(^3\). Associated with these eigenvalues there will be \(M_L\) eigenvectors, which in our model are linear combinations of the atomic orbitals in the layer which is in contact with the left lead. These eigenvectors define the way in which the atomic orbitals contribute to each conducting channel.

Summarizing, we have seen that the linear conductance can be expressed as a sum of independent contributions

\[
G = \frac{2e^2}{h} \sum_{i=1}^{M_L} T_i, \tag{6.8}
\]

where \(T_i\) are the eigenvalues of \(\hat{t} \hat{t}^\dagger\) at the Fermi level. This formula together with the expression of the transmission (6.7) are the main technical results of this chapter. The expression of the conductance in terms of the channel transmissions allows us to study not only the total conductance but also the its decomposition into independent modes, what will help us to understand how the electrical current flows in atomic contacts of different metals. This will be the aim of the following section, but the rest of this section is devoted to the understanding of the previous expressions and we shall try to extract some conclusions using very simple arguments. To be precise, we shall try to get certain intuition about what is the influence of the different physical ingredients.

In first place, let us see how the previous expressions may help us to understand the role of the electronic structure in the electrical current. What we look for is a simple answer to the question: how the atomic orbitals participate in the conducting channels? In order to answer this question we go back to the analysis of Eq. (6.7). Although the dimension of \(\hat{t} \hat{t}^\dagger\) can be arbitrarily large depending on the size of the central region, the actual number of conducting channels (those with a non-vanishing transmission) are limited by the number of orbitals in the narrowest section of the neck. In particular, we have \(N_{\text{orb}}\) channels in the case of a single-atom contact. This fact can be shown by the following simple argument. As the division between “central region” and leads is somewhat arbitrary, one could always redefine the leads for the geometry of Fig. 6.1 in such a way that the new central region would only consist of the central atom. Then, the new lead self-energy matrices \(\Sigma^L_{\text{self}}, \Sigma^R_{\text{self}}\) would have a dimension of just \(N_{\text{orb}}\) and the new transmission matrix would only admit \(N_{\text{orb}}\) eigenmodes. Current conservation along each conducting channel ensures that the nonvanishing eigenvalues \(T_i\) and \(T'_i\) must be the same \(^4\).

\(^3\)All these properties can be deduced from the analytical properties of the Green functions.

\(^4\)Furthermore, from the computational point of view it is more convenient to evaluate the transmission in the central atom, because there its dimension is minimum.
The above simple argument already allows an estimate of the maximum number of relevant conducting channels in an one-atom contact. Thus, for an sp-like metal like Al or Pb, this number should be typically four, while for a transition metal like Nb (having a negligible weight of p orbitals at $E_F$) this number would be of order six. As discussed below, this rough estimate should be taken as an upper bound. The actual number of conducting channels can be smaller as some of the channels can carry no current due to symmetry considerations.

We have just seen that the atomic orbitals control the number of channels, but what happens with the transmissions of such channels?, what is the relation between the density of states in the neck region and the transmissions? It is evident that the precise answers to these questions cannot be given until we do the detailed calculations for real contacts, but at least we can extract an idea about such answers by means of general considerations.

Following the argument of the previous paragraphs, one can write the conductance by means of Landauer formula (6.6) with the transmission evaluated at the central atom

$$\tilde{t}(E) = 2 \left[ \text{Im} \tilde{\Sigma}_L(E) \right]^{1/2} \tilde{G}_{cc}^r(E) \left[ \text{Im} \tilde{\Sigma}_R(E) \right]^{1/2},$$

where now the self-energies describe the coupling between the central atom and the electrodes and have a dimension equal to $N_{\text{orb}}$. On the other hand, $\tilde{G}_{cc}^r$ is the retarded Green function at the central atom, which can be expressed in terms of the self-energies as

$$\tilde{G}_{cc}^r(E) = \left[ (E + i0^+)\hat{1} - \hat{\epsilon}_c - \hat{\Sigma}_L(E) - \hat{\Sigma}_R(E) \right]^{-1},$$

where $\hat{1}$ is the identity matrix and $\hat{\epsilon}_c$ is a diagonal matrix containing the atomic levels of the central atom.

In order to simplify the discussion let us now assume that we only have an orbital per atom with a level $\epsilon_0$. In this case the self-energies and the Green function $G_{cc}^r$.
are complex scalar quantities, giving rise to only one channel. The local density of states at the central atom \( \rho_c(E) \) is

\[
\rho_c(E) = -\frac{1}{\pi} \text{Im} G^\nu_{\alpha\alpha}(E) = \frac{1}{\pi} \frac{\text{Im} \{ \Sigma_L(E) + \Sigma_R(E) \}}{[E - \epsilon_0 - \text{Re} \{ \Sigma_L(E) + \Sigma_R(E) \}]^2 + [\text{Im} \{ \Sigma_L(E) + \Sigma_R(E) \}]^2}
\]

(6.11)

By defining the scattering rates \( \Gamma_{L,R}(E) \equiv \text{Im} \{ \Sigma_{L,R}(E) \} \) and the effective level \( \epsilon(E) \equiv \epsilon_0 + \text{Re} \{ \Sigma_L(E) + \Sigma_R(E) \} \), we can write the density of states \( \rho_c \) as

\[
\rho_c(E) = \frac{1}{\pi} \frac{\Gamma_L + \Gamma_R}{(E - \epsilon)^2 + (\Gamma_L + \Gamma_R)^2},
\]

(6.12)

what looks like a Lorentzian, although we must keep in mind that both the scattering rates and the effective level depend on energy. Here we can see clearly the two effects that the couplings with the electrodes provoke on the central atom. First, they renormalize the atomic level position \( \epsilon_0 \), and secondly the couplings provide a width \( \Gamma_L + \Gamma_R \) to the bare level, which is typically of the order of several electronvolts.

On the other hand, one can see that the transmission probability \( T(E) = \frac{t^\dagger}{t} \) is given by a Breit-Wigner-type formula as

\[
T(E) = \frac{4 \Gamma_L \Gamma_R}{(E - \epsilon)^2 + (\Gamma_L + \Gamma_R)^2}.
\]

(6.13)

This expression is quite similar to that one finds in the context of resonant tunneling through a single level. Anyway, one must keep in mind that here the “resonant tunneling” takes place through a level whose width is of several electronvolts. Thus, in the case of one orbital per site we see that the transmission and the density of states have a similar shape, as it is shown in Fig. 6.2 for the trivial case of energy-independent scattering rates \( \Gamma_{L,R} \). Let us remind that what really matters for the transport is the transmission probability at the Fermi level \( T(E_F) \). Thus, in order to have a perfectly transmissive channel, the Fermi level should lie in the center of the “resonance”, and moreover we should have a symmetric situation \( \Gamma_L(E_F) = \Gamma_R(E_F) \). Thus, the fact of having a certain transmission depends on the Fermi level position \( E_F \), which depends on the band occupation by means of the charge neutrality condition. This reveals the importance of this ingredient in our recipe. In particular, if one talks about conductance quantization, he should explain what the robust mechanism operates to make that the Fermi level lies in the center of the band. It is not difficult to figure out situations where the Fermi level lies far from

---

This may seem a very restrictive condition, but let us remember that the resonances are very broad.
the resonance. An illustrative example is shown in the work done by Yazdani et al. in which they analyze the transport through individual atoms of Xe [238].

Figure 6.2: Academic example of one orbital per atom: transmission and local density of states (LDOS) at the central atom as a function of the energy. Parameters: \( \Gamma_L = \Gamma_R = 1 \text{ eV}, \epsilon = 0 \text{ eV} \).

One should be careful and must not to go too far with the analogy between the transport through an one-atom contact and the resonant tunnel. The simple example of Fig. 6.2 may lead us to think that the current is exclusively controlled by the density of states at the central atom. However, in the expression of the transmission (Eq. (6.7)) one has information on the rest of the contact by means of the self-energies. Indeed, instead of resonant tunneling through the levels of the central atom, we have a resonant tunneling exploring the states of the neck region. In this sense one can say that we are doing atomic cluster spectroscopy. It will not always be so simple to do the correspondence between the density of states at the central atom and the transmission, but always this local density of states (LDOS) will help us to understand the conductance results.

The next question could be: what happens in the case of several orbitals per atom? The situation becomes more complex, but to get an idea let us consider the
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following example which is totally academic. Let us assume two levels per atom $\epsilon_1$ and $\epsilon_2$. We assume that the self-energies $\Sigma_{L,R}$ are identical and equal to

$$
\Sigma_{L,R} = i\Gamma \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
$$

(6.14)

where $\Gamma$ is an energy-independent scattering rate. Thus, the problem is diagonal giving rise to two independent channels with transmission probabilities

$$
T_{1,2}(E) = \frac{4\Gamma^2}{(E - \epsilon_{1,2})^2 + 4\Gamma^2},
$$

(6.15)

and the local density of states in the two orbitals of the central atom will be

$$
\rho_{1,2}(E) = \frac{1}{\pi} \frac{2\Gamma}{(E - \epsilon_{1,2})^2 + 4\Gamma^2}.
$$

(6.16)

Both expressions are represented in Fig. 6.3. If for instance we have an electron per atom and spin in the conduction band, the charge neutrality condition makes that the Fermi level lies where Fig. 6.3 shows. When we have a look at the transmission, we can see that the position of the Fermi level makes that the $T_i$ have an intermediate value between 0 and 1.

Usually the electronic transport has been understood in terms of completely open channels or completely closed ones (transmission 1 or 0), specially in the context of two-dimensional electron gases. However, we see how in the atomic contacts the concept of semi-open channels with an intermediate transmission arises in a natural way. From the previous example it is easy to understand that in situations where there are several orbitals contributing to the current it is possible the appearance of channels with intermediate transmissions, even in absence of disorder. The reason is that in this case it seems rather difficult to satisfy the “resonant” condition for all channels at the same time. As we shall show in the next section, this is the situation that takes place in contacts made of $sp$-like metals like Al or Pb and transition metals like Nb. Thus, it seems rather complicated that in these metals the conductance quantization appears, leaving this possibility for the case of simple and noble metals.

The previous examples and arguments are not rigorous demonstrations and the definitive conclusions will come out with the calculations of real contacts. However, we hope that they serve to understand the results that will be obtained with the complete calculations.

In the same way we have qualitatively learnt about the importance of the orbital structure and the charge neutrality, we can now understand briefly what is the influence of the contact geometry. The geometry or local environment of the central atom determines the coupling and then the shape and width of the bands, as well as
Figure 6.3: Academic example for the case of two orbitals per atom. The upper panel shows the transmissions as a function of the energy. Lower panel shows the densities of states for each orbital of the central atom. The Fermi level is indicated by a dashed line.

the central atom level positions. Furthermore, they control the atomic levels of the cluster.

Let us continue with some technical comments. One of the advantages of the use of Green functions is that one does not need the existence of ideal leads where the different channels are independents, as it is assumed in the scattering formalism. Here in principle, we are dealing with an infinite system in which if there is disorder we will never have a trivial decomposition of the modes.

Some authors have stated that in an atomic contact there are no well-defined channels due to the presence of disorder in the atomic positions. In a real atomic contact there is neither translational symmetry nor perfect crystal lattice symmetry. This implies that neither the linear momentum of the electron nor its crystal momentum are good quantum number, but this does not mean that one cannot di-
agonalize the problem, as we have shown here, describing the transport in terms of independent modes.

Figure 6.4: An one-atom metallic circuit may still have certain inner structure depending on its orbital structure. In this sense it can be viewed as a set of resistances associated in parallel.

Finally, let us summarize some of the ideas that we have discussed so far. Concentrating ourselves in the one-atom contact, we have seen that the valence orbitals of the central atom control the number of channels. Moreover, we have seen the relation between the local density of states and the transmission as well as some simple conclusions on the conductance quantization in certain metals. But to conclude, we would like to remark here the following idea. Usually, a single-atom contact has been seen as the most elementary circuit one can fabricate, assuming that an atom-contact can only sustain one channel with a resistance of $R_0 \sim 12.900 \Omega$ (see Fig. 6.4). However, we have shown that when one looks at this contact in detail, this circuit has still an inner structure provided by the atomic orbitals. Thus, this contact can be represented as a set of resistances associated in parallel (see Fig. 6.4).
The number and nature of these resistances are determined by the valence orbitals of the metal. Moreover, the value of the individual resistances are not only determined by the valence orbitals of the central atom, but also by its local environment. Let us recall that the resistance of a quantum circuit like this is a non-local quantity, which depends on the systems at which is connected. Finally, our aim for the next section is to determine the number, nature and value of these resistances in parallel in the case of real contacts of different metals: \(sp\)-like metals, transition metals, etc.

6.4 Analysis of different metallic atomic-size contacts

In this section we shall analyze the theoretical results obtained with the model described in the previous sections. We shall cover a wide range of metals, investigating specially superconducting elements which allow us an experimental comparison. Thus, we shall study \(sp\)-like metals like Al and Pb, transition metals like Nb, and we end this section commenting the case of simple and noble metals.

6.4.1 \(sp\)-like metals: Al and Pb

First, we shall analyze \(sp\)-like metals of the group IIIA and IVA of the periodic table. As examples we take Al and Pb, two superconducting elements which permit an experimental comparison using the channel spectroscopy \([143]\) (see section 6.5). Let us start by analyzing in detail the case of Al contacts which was the main motivation of this work \([143]\).

As stated in section 6.2, for these metals we choose as a minimum basis that formed by the \(s\) and \(p\) orbitals. Moreover, we describe the \(p\) band with the basis formed by the orbitals \(p_x,p_y,p_z\) whose wave functions are real (see for instance Ref. \[249]\).

Al contacts

The atomic configuration of Al is \(3s^23p^1\), what gives rise to a conduction \(sp\) band with three electrons per atom. Fig. 6.5 shows the Al bulk density of states decomposed in orbitals after Ref. \[250]\). As it can be observed, the \(3s\) and \(3p\) bands give the main contribution to the density of states at the Fermi level. The \(e_g\) and \(t_{2g}\) bands refer to the \(3d\) bands, which have certain weight at the Fermi level but they are practically empty, and by the moment we do not include them in our minimum basis \(^7\). The levels \(3s\) and \(3p\) are separated by an energy of 7.7 eV.

\(^7\)In chapter 7 we shall show that these \(d\) orbitals have certain influence in the value of the total conductance due to the hybridization with the \(p\) orbitals. However, their inclusion does not modify the main conclusions of this chapter.
Figure 6.5: Al bulk density of states: the total one and the decomposition into orbitals [250]. The \( e_g \) and \( t_{2g} \) refer to the 3d bands.

While the simple argument discussed in section 6.3 predicts a maximum number of four channels for a one-atom contact, the self-consistent calculation for the ideal geometry of Fig. 6.1 yields only three channels with nonvanishing transmission. In order to be sure that the results are not a consequence of finite-size effects, we have analyzed contacts with different number of layer \( N \). We have found that although the contact transmission depends on its size, neither the number of channels nor their character depend on the system size. Thus for instance, in Fig. 6.6 we show the transmission eigenvalues as a function of energy for the ideal geometry (without disorder) for the case of a short neck \((N = 1)\) and a long neck \((N \to \infty)\)^6. As it can

---

^6The case \( N \to \infty \) was done using a recursive method described in [255], which is specially adapted to efficiently calculate local quantities like the density of states in a given atom. This method permits us to include a large number of atomic layers. In particular, in Fig. 6.6 100 atomic layers \((> 10^5 \text{ atoms})\) were introduced.
be observed, the transmission values change slightly, but there are certain features that are common to both cases:

![Graph showing transmission values for Al one-atom contacts](image)

Figure 6.6: Transmission eigenvalues as a function of energy for Al one-atom contacts in the two extreme cases: (a) short neck \((N = 1)\) and (b) long neck \((N \to \infty)\) (see footnote 8). The solid curve corresponds to the nondegenerate \(sp_z\) mode and the dotted curve corresponds to the twofold degenerate \(p_x - p_y\) mode (see text).

1. There are three channels having a significant transmission around the Fermi
energy, the fourth one (not shown in Fig. 6.6) being almost closed for every energy.

2. The total transmission is close to one around the Fermi energy increasing to almost three at higher energies.

3. There is a nondegenerate mode which is widely open for almost every energy.

4. The second transmission eigenvalue is twofold degenerate and has a small value around the Fermi energy.

As commented in the previous section, the analysis of density of states may help us to understand better the results. Fig. 6.7 shows the local density of states (LDOS) at the central atom for the case of one atom between two surfaces, i.e. for the case of Fig. 6.6(a). Panel (a) shows the LDOS separated in the different orbitals and panel (b) shows a natural decomposition (as we shall see below) in a $sp_z$ hybrid orbital and in a $p_x$ or $p_y$ orbital. Let us comment some interesting features of the LDOS at the central atom. As can be observed, there is a splitting between the $p_z$ and $p_{x,y}$ orbitals, which is due to fact that the contact geometry breaks the symmetry of bulk material (let us remember that $z$ is the direction of the contact axis). This fact gives rise to a $p_z$ “effective level” with a lower energy, causing that the $p_z$ band be hybridized with the $s$ one forming a $sp_z$ band. Moreover, the larger coupling between the central atom $p_z$ orbital and its neighbors provokes that the $p_z$ band be broader than the $p_x$ and $p_y$ bands. Another remarkable feature of the central atom LDOS is the degeneracy of the $p_x$ and $p_y$ bands. This is due to the rotational symmetry of the ideal geometry around the $z$ axis. It is evident that this degeneracy will be broken by the introduction of disorder in the constriction. Finally, notice the position of the Fermi level. The charge neutrality condition tell us that we must locate three electrons in the central atom. This implies that the Fermi level lies at the beginning of the $p_{x,y}$ bands, what makes that the corresponding channels have a small transmission.

Let us next analyze the nature of the conducting channels. In the case of an one-atom contact we can classify the different modes according to the orbital character of the eigenvalues in the central atom (see Eq.(6.9)). Thus, every channel is a linear combination of the central atom orbitals as follows

$$|\text{canal } i \rangle = c_{s,i}|s\rangle_c + c_{p_x,i}|p_x\rangle_c + c_{p_y,i}|p_y\rangle_c + c_{p_z,i}|p_z\rangle_c,$$

(6.17)

where $| \rangle_c$ indicates the corresponding orbital of the central atom. In order to illustrate the relative weight of the different orbitals in each mode, we show in Fig. 6.8 the modules square of the coefficients for each mode (case $N = 1$), normalized to the corresponding channel transmission. As can be observed in Fig. 6.8, the
Figure 6.7: Local density of states (LDOS) at the central atom in an Al one-atom contact with $N = 1$. (a) LDOS decomposed into the four orbitals. (b) LDOS decomposed into $sp_z$ and $p_{x,y}$ bands.

dominant mode is a combination of the $s$ and $p_z$ orbitals. For this reason we denote this mode as $sp_z$, as we did in Fig. 6.6. The second eigenvalue, which is twofold degenerate, lives in the subspace formed by $p_x$ and $p_y$ orbitals. Hereafter we refer to this mode as $p_{x,y}$. The fourth channel, which is almost closed for every energy, is the antisymmetric combination of the $s$ and $p_z$ orbitals. In Appendix E we explain in detail the mathematical reason of this destructive interference. First, due to the contact geometry there is a splitting between the $p_z$ and $p_x - p_y$ orbitals, causing

---

$^9$As this mode is twofold degenerate, one can choose the character as it is shown in the figure.
Figure 6.8: Orbital character of the conducting channels in an Al one-atom contact. The dominant mode (mode 1) is a combination of the s and p_z orbitals. The twofold degenerate mode (mode 2, mode 3) lives in the p_x – p_y subspace.
that the problem of determining the transmission divides into two \((2 \times 2)\) problems. Thus, we have the \(s - p_z\) subspace, where the fourth channels lies, and the \(p_x - p_y\) subspace. As explained in Appendix E, the reason for having a vanishing eigenvalue in the \(s - p_z\) subspace is that the hoppings connecting the central atom and the electrodes verify the approximate condition \(t_{ss}t_{p_zp_z} \sim t_{sp_zt_{p_zs}}\), which is verified for almost all materials. Thus, we may say that this channel is closed due to a destructive interference due to the symmetry of the \(s\) and \(p_z\) orbitals.

![Graph showing transmission vs. number of points]

**Figure 6.9:** Typical distributions of the transmission eigenvalues for an Al one-atom contact when disorder in the atomic positions is included (the maximum fluctuation in the hopping parameters is of the order of 100% with respect to the bulk values, which corresponds to variations of the order of 20% in the interatomic distances). In this case the central region has 7 atomic layers. The two modes corresponding to the twofold degenerate eigenvalue in the idealized case exhibit a similar distribution.

The results shown so far are in a good agreement with the experimental findings of Scheer et al. [143] (see also Chapter 5). However, no real contact has exactly the ideal geometry that we have analyzed. The theoretical conclusions should be robust against the inclusion of disorder. We have studied this effect by introducing random fluctuations in the atomic positions of the idealized structure, assuming the distance
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dependence on the hopping parameters as suggested by Harrison [249], which tell us that the s and p hoppings decay with the square of the distance between neighbors. Although there are certain features like the twofold degeneracy which, as expected, disappear with the inclusion of disorder, the gross features found for the ideal geometry are nevertheless robust. This fact is illustrated in the histograms shown in Fig. 6.9 for the individual transmissions. Although the channels are no longer sp$_c$ and p$_{x,y}$ exactly, we still keep on denoting like this to indicate their approximate character. Furthermore, the p$_x$ and p$_y$ modes have similar distributions and we only show an histogram for them. As can be observed, the decomposition of the total transmission consists of a dominant channel with transmission between 0.6 and 0.9, and two more with small transmissions between 0.1 and 0.3. Maybe the most remarkable thing is that the fourth channel remains closed with a transmission < 10$^{-3}$. As we explain in Appendix E, the condition by means of which the antisymmetric sp$_{z}$ channel remains closed is quite robust against the inclusion of disorder (see Appendix E). These predictions are consistent with the experimental results of Ref. [143] for the case of the Al last plateau.

Finally, we have checked that other factors, like the inclusion of second-neighbors hoppings or different crystallographic directions, do not modify the main conclusions about the number and nature of the conducting channels. This is an indication of that the channels are basically controlled by the central atom. The only difference that one finds is in the transmissions of the individual channels. For instance, we have found that the total transmission in a contact grown in the (100) direction tends to be greater that the one of a contact grown along the (111) direction. Thus, we can say that the local environment of the central atom mainly control the channel transmissions.

Pb contacts

After the analysis of Al contacts, one wonders how these results are generalized for the case of an arbitrary sp metal. From the analysis of the previous subsection one could conclude that the number of channels will be three for every sp-like metal, because this number only depends on the orbitals which play a role. Moreover, one would expect a similar classification for the channels: a sp$_c$ channel and p$_{x,y}$ channels. On the other hand, the main change in the transmission can be due to the valence of the metal, since this will determine where the Fermi level lies. To confirm these impressions, we shall analyze the case of Pb, which has a different valence and is also a superconductor, allowing thus the experimental comparison.

Pb is a metal of the group IVA with an electronic structure 6s$^2$6p$^2$, which gives rise to a sp conduction band with four electrons per atom. Fig. 6.10 shows its bulk
Figure 6.10: Pb bulk density of states: the total one and its decomposition into orbitals [250]. The bands \(e_g\) and \(t_{2g}\) refer to \(6d\) bands.

density of states after Ref. [250]. In its decomposition into orbitals we see that the main contributions around the Fermi level come from the \(s\) band and specially from the \(p\) one. On the other hand, the \(d\) bands are practically empty and do not play an important role. The \(6s\) and \(6p\) energy levels are separated \(10\, eV\) approximately in the bulk material.

Fig. 6.11 shows the local density of states at the central atom and the transmission as a function of energy for an Pb one-atom contact. The result corresponds to the ideal geometry of Fig. 6.1 with \(N = 1\). With respect to the transmission,

\(^{10}\) In this calculation of the Pb bulk density of states spin-orbit coupling has not been included. This effect can be relevant in the case of Pb.

\(^{11}\) As in the Al case, this is a representative case of what happens for any number of layer in the neck contact.
there are several remarkable features:

1. There are three channels with non-negligible transmission, the fourth one is almost closed for every energy \((T_4 < 10^{-3})\) and is not shown in Fig. 6.11.

2. The total transmission is \(\sim 2.8\) around the Fermi level.

3. There is a mode which is open for a wide range of energies.
4. The second transmission eigenvalue is two-fold degenerate and is almost perfectly open around the Fermi level.

As it can be observed in Fig. 6.11, the energy dependence of both the density of states and the transmission is similar to the ones of Al case. This implies that the number of channels and basically their character are the same as in the Al case. However, there is an important difference. As in the Pb case there are four valence electrons, the Fermi level lies at higher energies than in the Al case. To be precise, the Fermi level lies around the center of the \( p \) bands where the three channels are almost perfectly open. This implies that the total conductance, in the case of Fig. 6.11, is of the order of 2.8. As we shall show in Chapter 7, the fact that the Fermi level lies in the center of \( p \) bands has also repercussions in the behavior of the Pb last conductance plateau, which exhibits a different tendency to the one of Al.

Fig. 6.12 shows the orbital character of the different channel in the same way we did in Fig. 6.8 for Al. As can be seen, the decomposition is similar to the one found for Al. We have a mode which is a combination of the \( s \) and \( p_z \) orbitals, and the two-fold degenerate lives in the subspace \( p_x - p_y \). The fourth channel is a combination of the \( s \) and \( p_z \) orthogonal to the one of mode 1, and it remains almost closed for every energy for the reason explained in the Al case.

Thus, we have confirmed the conjecture that we did at the beginning of this subsection, in the sense that the number and nature of the channels only depend on the number and nature of the valence orbitals of the central atom.

### 6.4.2 Transition metals: Nb

As an example of transition metal we shall next study one-atom contact of Nb, a metal which is superconductor below 9.26 K, and in the next section we shall show an experimental comparison using the channel spectroscopy.

Nb is a transition metal whose atomic structure is \( 4d^45s^1 \), with five valence electrons. Fig. 6.13 shows the bulk density of states [250]. As can be observed, the main contribution around the Fermi level come from the \( s \) and \( d \) bands. The \( p \) bands (coming from the \( 5p \) orbitals) is practically empty and we do not include them in the calculations. For describing the \( d \) bands we choose the basis formed by the orbitals \( d_{xy}, d_{yz}, d_{zx}, d_{x^2-y^2} \) and \( d_{z^2} \), whose wave functions are real (see for instance Ref. [249]).

As commented in section 6.3, in this case the maximum number of conducting channels is expected to be six due to the contribution of \( 5s \) and \( 4d \) orbitals. The idealized one-atom contact geometry yields in this case a total transmission between 2 and 3 depending on the number of layers in the central region. The channel decomposition shows that this total transmission is mainly built up from the contribution of five conducting channels, and in some occasions six depending on the size of the
Figure 6.12: Orbital character of conducting channels in a Pb one-atom contact. The mode 1 is a combination of s and p_z orbitals and the two-fold degenerate mode (mode 2, mode 3) lives in the subspace p_x - p_y.

central region. Fig. 6.14 shows the transmission for the case of a long neck, obtained by means of the recursion method commented in footnote 8. We believe that this is
Figure 6.13: Nb bulk density of states: the total one and its decomposition into orbitals [250]. The bands $e_g$ and $t_{2g}$ refer to $4d$ bands.

the most representative situation. As can be observed, the $d$ bands cause a strong energy dependence of the transmission eigenvalues, with typical energy scales of the order of 0.5 eV. The $s$ and $d_{z^2}$ hybridize strongly and give rise to the conducting channel with highest transmission around $E_F$ (mode 1 in Fig. 6.14). The almost closed channel (mode 6 in Fig. 6.14) corresponds to the orthogonal combination of these two orbitals. There also appears a twofold degenerate channel with transmission $\sim 0.7$ and another twofold degenerate channel with transmission $\sim 0.3$. The total transmission is 2.5 for this case.

Let us analyze in more detail the origin of the transmission decomposition in

---

12This double degeneracy is due to the symmetry of the ideal geometry and it is also due to the fact of that we have not taken into account the splitting between the different $d$ levels in order to simplify the analysis of the problem.
Figure 6.14: Transmission eigenvalues as a function of energy for a Nb one-atom contact for the long neck case ($N \rightarrow \infty$, see footnote 8). Notice the twofold degeneracy of modes 2-3 and 4-5.

the case of this transition metal. As usual the study of the density of states will help us for this purpose. Fig. 6.15(a) shows such density at the central atom for the case of the ideal geometry with $N = 1$, decomposed into the six orbital that we are considering. As one can see, there are two twofold degeneracies due to contact symmetry. This double degeneracy is reflected in the transmission, giving rise to two twofold degenerate modes, as can be observed in Fig. 6.15(b). It is evident that these degeneracies will disappear in a real contact due to the presence of disorder. As can be observed, for the case of one atom between two surfaces we have a non-negligible contribution of the sixth channel.

The symmetry of the orbitals controls again the nature of conducting channels. Fig. 6.16 shows the character of the modes defined as in the same way as for Al and Pb. We can see that the dominant channel is, as we said above, a combination of the $s$ and $d_{z^2}$ orbitals (mode 1 in Fig. 6.16). The orthogonal combination of these two orbitals gives rise to a channel with transmission $\sim 0.3$ at the Fermi level (mode 4 in Fig. 6.16). This is similar to the situation that takes place in $sp$-like metals for
the dominant channel and the closed one. On the other hand, the two modes with transmission $\sim 0.7$ (modes 2 and 3 in Fig. 6.16) are combinations of the $d_{xy}$ and $d_{yz}$ orbitals, and $d_{zx}$ and $d_{x^2-y^2}$. At the Fermi level they have a $d_{yz}$ and $d_{zx}$ character.
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respectively, what is similar to the decomposition in channels $p_x - p_y$ in the $sp$-like metals. Finally, the other two modes with transmission $\sim 0.1$ (mode 5 and 6 in Fig. 6.16) are the orthogonal combinations to the previous two modes, having at the Fermi level a character $d_{xy}$ and $d_{x^2-y^2}$ respectively.

In summary, in the case of contacts of transition metals the $d$ orbitals play a crucial role in the transport properties, providing additional conducting channels [237]. In general, this implies that in the context of atomic circuits the transition metals are better conductors than other types of metals, inverting the typical situation that takes place in macroscopic circuits. The contribution of the $d$ orbitals provokes that the last plateau conductance in transition metal contacts be usually greater than the quantum $[82, 237]$, thus there is no conductance quantization in this case.

6.4.3 Simple metals and noble metals

Our theory, as well as the experimental results that we shall show in the next section, show that atomic contacts of metals which have an important contribution from the $p$ and $d$ orbitals do not necessarily, even in the one-atom case, exhibit an integer number of perfectly transmitting modes. In other words, there is no conductance quantization neither in the $sp$-like metals nor in the transition metals.

This situation is at variance with that of simple metals like Na or noble metals like Au, Ag and Cu, in which the conductance exhibits certain tendency to adopt multiples of the quantum, specially in the last plateau where $G \sim G_0$ [214, 82, 216, 219, 223]. Traditionally, there is the extended belief that this case is well-understood. The free electron models obtain the conductance quantization in these metals ad hoc and some tight-binding calculations also show it [248]. But, it is difficult to find in the literature an argument explaining why the quantization is so robust, in the sense that is not affected by disorder and remains along the last plateau (which is completely flat). Within our model these metals are described simply with a $s$ band with one electron per atom. Therefore, in this case we obtain a single conducting channel. But still one has to explain why this channel is usually completely open. A possible explanation has been pointed out in a recent paper by Levy Yeyati et al. [252]. In this work it is shown the possibility of the existence of resonances in the local density of states in contacts of monovalent metals. Due to the charge neutrality condition the Fermi level lies in the center of a resonance giving rise to a quantum conductance for the case of an one-atom contact. Moreover, this result is robust with the inclusion of disorder.

In the next chapter we shall analyze the different tendencies of the conductance plateaus under elastic deformations. In particular, we shall study the case of Au contacts, which shows a flat last conductance plateau. Thus, we postpone the results for a monovalent metal until that chapter. Let us say that the results that we shall show are in agreement with the ones obtained in Ref. [252].
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Figure 6.16: Orbital character of the channels for the Nb case of Fig. 6.15. The nature of each channel is indicated in each panel and the Fermi level position is indicated with a vertical dashed line.
6.5 The signature of the chemical valence in the electrical conduction through a single-atom contact

So far we have seen that the number of conducting channels in an one-atom contact is determined by the available valence orbitals, and thus varies for metals along the periodic table. These predictions were tested experimentally in a collaboration which gave rise to Ref. [146]. For this purpose we analyzed atomic-size constrictions of four elements (Pb, Al, Nb y Au), covering a broad range of valences and orbital structures. In order to obtain information on the individual channels we made use of the superconductivity through the channel spectroscopy [146]. This section is devoted to the description of the experimental results which were obtained in the mentioned work.

In this work [146], various experimental methods to achieve stable atomic-size contacts were used: a scanning tunneling microscope (STM) for the measurements on Pb [214], mechanically controllable break junctions for Nb [240], and lithographically fabricated versions of the latter [256] for Al and Au. Fig. 6.17 shows the typical development of the conductance $G$ for the four metals as the contacts are stretched. The total conductance decreases by steps until the contact breaks. After that it decreases exponentially with distance, the signature of the tunnel regime. The stepheights are in the order of $G_0$, while the series of “plateaux” is different for each individual opening of the contact. It has been shown that the origin of the steps is in atomic rearrangements [230, 257, 213] which occur while the constriction is elongated. The typical value of $G$ at which the contact breaks, the lengths of the plateaux, and the behavior within the plateaux are characteristic of each material.

Pb shows plateaux with negative slope, and an almost continuous decrease of $G$ between 3 $G_0$ and 1 $G_0$, where the contact usually breaks. Al has plateaux with positive slope, and breaks at around $G_0$ with a jump to $G < 0.1 G_0$. Nb displays negatively inclined plateaux, smallest contacts with conductances between 2 $G_0$ and 1 $G_0$, and a jump to a tunneling conductance as high as $G \approx G_0$. For our lithographic Au samples we obtain less well defined plateaux. The last contact before break typically has a conductance between 0.3 $G_0$ and 0.6 $G_0$.

We can stop the elongation at any point and record the IVs. With the junction in the vacuum tunnel regime, the IV corresponds well to the one expected for a single channel as shown for Pb in curve (e) of Fig. 6.18. In the contact regime one observes IVs as depicted in curves (a) to (d) of the same figure. These curves were recorded on the same sample for different last plateaux before breaking. It is usually assumed that these smallest stable contacts are one-atom contacts [240]. As we shall show this analysis will give further support to this assumption. The occurrence of IVs with different sub-gap structure for the same total conductance (see Fig. 6.18) reveals the importance of the geometrical environment of the central atom for the conduction.
properties. In general, the IVs in the contact regime cannot be described by the single channel theory. We shall assume that the total current can be decomposed as
where \( i(T_n, V) \) is the current of channel \( n \). The solid curves in Fig. 6.18 are fits to the experimental IVs using the previous expression, and the theoretical curves \( i(T, V) \) calculated in Chapter 2 [112], with the set \( \{T_n\} \) and the number of channels \( N \) as fitting parameters. Details of the analysis are given in [146].

![Graph of current-voltage characteristics](image)

Figure 6.18: Measured current-voltage characteristics (plotting symbols) of five different configurations of a Pb sample at 1.5 K using STM, and best numerical fits (lines). Curves a-d have a very similar total transmission, close to 1.4; curve e has been taken in the tunnel regime. The individual channel transmissions obtained from the fits are: (a) \( T_1 = 0.955, T_2 = 0.355, T_3 = 0.085, T_4 = 0.005 \); (b) \( T_1 = 0.89, T_2 = 0.36, T_3 = 0.145, T_4 = 0.005 \); (c) \( T_1 = 0.76, T_2 = 0.34, T_3 = 0.27, T_4 = 0.02 \); (d) \( T_1 = 0.65, T_2 = 0.34, T_3 = 0.29, T_4 = 0.12 \); (e) \( T = 0.026 \). Voltage and current are in reduced units. The measured superconducting gap was \( \Delta/e = 1.37 \text{ mV} \).
the smallest contacts. Despite the fact that more than two channels are available, $G$ can be well below 2 $G_0$. For larger contacts with $G \geq 3 \ G_0$, we find six or more channels. The numbers $N$ of channels we found at the different plateaus are indicated in Fig. 6.17. Only channels with a transmission larger than 1% of the total transmission are taken into account when determining $N$. Applying a similar analysis to different metals, we arrive at the important conclusion that the maximum number of channels $N_{\text{max}}$ for the smallest contacts is characteristic for a given metal. In the IVs of Al smallest contacts we find typically the contributions of three channels, whereas for Nb we detect five channels. These results support the idea that $N_{\text{max}}$ for one-atom contacts is limited by the number of valence orbitals of the central atom $N_{\text{orb}}$.

Our theoretical predictions are in good agreement with these experimental observations: smallest Pb contacts just before breaking most frequently have a $G$ between 1 $G_0$ and 3 $G_0$. The decomposition usually results in three or four channels, where the $T_n$ of the fourth one, if present, is usually smaller than 0.03. We neither find last plateaux before breaking with only one or two, nor with five channels. Typically the analysis of the last plateau yields one well transmitted mode with $T_n > 0.6$ and two smaller non-degenerate ones with $T_n \leq 0.4$. We attribute the lack of degeneracy and the smaller $T_n$’s to an asymmetrical environment around the central atom in the experimental contacts.

In the previous section we already pointed out that there exists an agreement for Al in relation with the experiment of Ref. [143]. Again, in Fig. 6.17 one can see a last plateau with $G$ just below $G_0$ distributed over three channels. The case of an Al atom sandwiched between two flat surfaces has already been treated with density functional [236] and other $ab$ initio calculations [258], which predicted $G \simeq 2 \ G_0$.

Let us recall that for the case of Nb our calculation predicted a total conductance $G \simeq 2.5 \ G_0$ (see Fig. 6.14) decomposed in five channels, again in agreement with the experimental findings (see third panel of Fig. 6.17). The experimental determination of $\{T_n\}$ is less precise than for Pb and Al, because the quasiparticle density of states for Nb differs slightly from the one used for calculating the i($T, V$). (Deviations of the quasiparticle density of states from the case considered in the theory mostly affect the shape of the current steps around $V = 2\Delta/me$ but not the current values in between. Therefore the analysis with the unmodified density of states is still possible.) An additional difference from the Pb and Al case is observed in the tunnel regime: for Nb contacts just after breaking, three channels contribute to the tunnel current. With increasing distance between the electrodes, one channel becomes dominating.

The cases discussed so far correspond to superconducting elements having several valence orbitals per atom. A crucial test for the validity of our analysis would be provided by monovalent metals like Au and Na. As commented in the previous section, these metals can be described by a single $s$ orbital, and the model predicts
a single channel with $T \simeq 1$ for an one-atom contact [252] in accordance with calculations based on molecular dynamics simulations [259]. As these monovalent metals are not superconducting, our method of characterizing channels is not directly applicable. However, a small piece of normal metal in good contact with a large piece of a superconductor develops a gap in its quasiparticle density of states [260]. The lithographic MCB technique allows for the fabrication of a constriction, where the central region consists of Au atoms, embedded in a superconducting Al environment. Using shadow evaporation through a suspended mask we evaporate 400 nm thick Al electrodes separated by 50 nm wide spacing, which is filled with a 20 nm thick Au layer deposited at a different angle under the same vacuum. The large asymmetry in thickness limits the influence of the normal metal on the quasiparticle density of states. As depicted in the lowermost panel of Fig. 6.17, we find indeed that the smallest Au contacts accommodate one single channel, contrary to the results for the $sp$-like and transition metals. However, we usually measure transmission values significantly below one. As for the other metals we interpret this reduced $T$ with respect to the model predictions as arising from disorder in the contact. Our Au samples are presumably more prone to disorder because of the very small Au layer thickness. Considering that the accuracy in determining $\{T_n\}$ is limited also because of the slightly modified quasiparticle density of states, the single channel fit is still very satisfactory in the case of Au.

6.6 Conclusions

From the experimental results that we have shown in the previous section we draw the following conclusions. First, these results provide clear evidence that the smallest contacts produced by the different experimental techniques are indeed one-atom contacts, as the number of channels never exceeds the number of valence orbitals. We stress that in these experiments a single atom determines a macroscopic quantity, that is, the total conductance of the macroscopic circuit in which it is embedded. The current which an one-atom contact can sustain can be as large as 100 $\mu$A, corresponding to the very large current density of $10^{11}$ Acm$^{-2}$. This large current is carried by a small number of conducting channels.

On the other hand, the ensemble of the experimental and theoretical results show unambiguously that the conducting channels in an atomic contact are determined by the orbital electronic structure and the local atomic environment around the neck region. In particular, for the case of one-atom contacts the conducting channels are determined by the chemical nature of the central atom. As a simple rule, we could say that the number of active channels corresponds to the number of valence orbitals of such atom. For the case of an one-atom contact, the detailed calculations, in agreement with the experimental results, predict the presence of three conducting
channels for \( sp \)-like metals like Al or Pb. For transition metals like Nb, we expect the presence of five conducting modes due to the contribution of \( d \) orbitals. In the case of simple metals like Na or noble metals like Au, we expect the presence of a single conducting channel due to the contribution of the \( s \) band. These essential facts cannot be understood within a free electron model. Only a microscopic model that takes into account the atomic orbital structure as well as the local atomic geometry can fully explain the conduction properties of these contacts.

With respect to the conductance quantization, the results shown in this chapter indicate that this phenomenon does not take place in atomic contact of \( sp \)-like metals or transition metals due to the contribution of \( p \) and \( d \) orbitals respectively. As we have shown, in these contact there are channels with intermediate transmission, even in absence of disorder. The conductance quantization is thus reserved for simple metals or noble ones, where we have only the contribution of the \( s \) band.

Several authors have pointed out that the histograms are an indication of the statistical origin of the conductance quantization in metallic contacts [261, 262]. However, as we have shown in this chapter, even in the case of an one-atom of a \( sp \)-like metal or a transition metal we have always the contribution of several channels with intermediate transmissions. Thus, it seems difficult the appearance of integer multiples of the quantum conductance, and even the appearance of peaks in the histograms. Indeed, when one revises the literature this is precisely what happens in contacts of transition metals like Pt, Ni, Co, Ti o el Fe [82, 237, 263, 265], there is neither quantization nor peaks in the conductance histograms.
Chapter 7

Evolution of conducting channels under elastic deformation

7.1 Introduction

In recent experiments a combination of scanning tunneling microscopy (STM) and atomic force microscopy was used to study simultaneously the electrical and mechanical properties of atomic-size contacts [226, 227, 228, 229, 230]. In these experiments a metallic contact formed between tip and substrate is elongated or contracted. This deformation proceed in a sequence of elastic stages alternating with sudden atomic rearrangements [210, 211, 213]. During the elastic stages the conductance changes gradually resulting in gently sloped plateaus while the atomic rearrangements show as sharp conductance steps which are hysteretical. The conductance of the last plateau before rupture is of the order of one quantum of conductance, $G_0 = 2e^2/h$. As commented in the previous chapter, this last plateau corresponds to an one-atom contact.

As it was shown in section 6.5, the observed dependence of the conductance on elastic deformation varies from contact to contact but it is characteristic for a given metal. The first work which paid attention to the tendencies of the plateaus under elastic deformation of contacts of different metals was done by Krans et al. [82], using breakjunctions. These author analyzed three metals: Cu, Al and Pt, finding that they presented different behaviors. Cu contacts exhibit negative sloped plateaus upon elongation, i.e. what one would expect naively. The last plateaus are rather flat, in particular the last one has a conductance $\sim 1G_0$. Surprisingly, Al contacts show positive inclined plateaus upon elongation, what means that the
conductance increases as one separates the electrodes. Finally, Pt is more irregular showing positive sloped plateaus upon elongation, except the last one which has a positive slope. The main conclusion of these experimental results, and of other like the ones presented in section 6.5, is that the observed dependence of the conductance on elastic deformation varies from contact to contact but it is characteristic for a given metal.

The aim of this chapter is to understand the tendencies of the plateaus appearing in metallic atomic-size contacts of different metals. For this purpose we shall study experimentally and theoretically the evolution of the conductance of metallic atomic-size contacts under elastic deformation. We concentrate ourselves in the last plateau where the contact is formed presumably by only one atom. We shall analyze contacts made of Au, Al and Pb which exhibit the three possible tendencies. This chapter is based on a work done in collaboration with G. Rubio, C. Untiedt y N. Agraït of The Low Temperature Laboratory of the Autonoma University of Madrid [148]. In this work we study from the experimental point of view these three types of contacts using a STM at low temperatures. We will show not only results for the total conductance but also its decomposition into eigenchannels using the channel spectroscopy. From the theoretical point of view we make use of the model presented in Chapter 6, adding the simulation of the elongation of the contact.

The elongation or stretching of the contact provide us an additional parameter which permits us to gain further insight into the transport properties of these nanocomcepts. As we will show, the different tendencies reveal important aspects of the electronic and atomic structures of these contacts. Following the ideas exposed in Chapter 6, we shall show that the different tendencies can be naturally understood in terms of the different atomic orbital structures. Moreover, the possibility of analyzing the problem in terms of independent channels provides a further insight into the nature of this phenomenon.

The rest of this chapter is organized as follows. In section 7.2 we shall briefly describe the experimental results about the conductance of the last plateau for the three mentioned metals. Section 7.3 is devoted to describe the implementation of the elastic deformation in our model as well as the theoretical results obtained for the tendencies of the last plateau. In section 7.4 we shall make some comment and summarize the conclusions of this chapter. Finally, we will finish in section 7.5 with some comments about the future and open problems related to the topics treated in the second part of the thesis.
7.2 Experimental conductance evolution under elastic deformations

In Fig. 7.1 we show experimental results of last plateaus for three metals: Au, Al and Pb. In the case of Au, the plateaus are rather flat, specially the last one with a nearly constant conductance $\sim G_0$. In the case of Al, the conductance increases as the contact is stretched varying typically in the last plateau between 0.5 and $1G_0$, while for Pb this variation is in the opposite direction and within the range 3 to $1G_0$ for its last plateau. These experiments were conducted with a STM at low temperatures (4.2 K for Au and Al and 1.5 K for Pb). The detailed description of the set up and experimental procedure can be found in Ref. [266]. For the experiments with Al and Au, the conductance was obtained by measuring the current at a fixed voltage of $10 \text{ mV}$. In the case of Pb, since it was in the superconducting state, the conductance is given by the high-voltage differential conductance.

These are not the only experimental results that we are going to show. In the next section we shall also show the decomposition of conductance into eigenchannels in the case of Pb, which is the most interesting material.

7.3 Theoretical model and results for the elastic evolution of conductance

From the theoretical point of view we face this problem with the model described in the previous chapter. In particular, we shall study the evolution of conductance in the last plateau analyzing the case of one-atom contact. As we showed in Chapter 6, our model allows us to analyze not only the total conductance but also its decomposition into different channels, what will help us to understand the different tendencies of the three metals. Furthermore, in this chapter we pretend to give more quantitative, so that we shall increase the size of our basis and we will introduce new effects.

We now discuss how the effect of an elastic deformation can be studied within the formalism described in the previous chapter. A detailed description of the evolution of the ideal constriction geometry with a tensile stress requires knowledge of the force constants between every pair of atoms. However, when analyzing the elastic deformation on the last plateau it is reasonable to assume that the most important effect is due to the weakening of the coupling of the central atom. Thus, we simulate the elastic deformation by changing the distance between the central atom and its neighbors, as illustrated in Fig. 7.2. As shown below, this simple modelization is sufficient to account for the observed tendencies. The distance dependence of the hopping elements is well described by power laws provided that deformations are not larger than 5%-10% of the bulk interatomic distances. To be exact, Ref. [250]
proposes the following decay law for a hopping $t_{ll'}$ between two orbitals of angular momentum $l$ and $l'$ separated by a distance $d$

$$t_{ll'} \sim \frac{1}{d^{l+l'+1}}. \quad (7.1)$$

Then, for instance hoppings $t_{ss}$ decay as $d^{-1}$, hoppings $t_{pp}$ as $d^{-3}$, $t_{dd}$ as $d^{-5}$, $t_{sp}$ as $d^{-2}$, etc. For larger deformation one would expect exponential decay of the hoppings.
7.3. THEORETICAL CONDUCTANCE EVOLUTION

[267].

Figure 7.2: Schematical representation of the elongation model for an one-atom contact. In this model the elastic deformation is simulated by changing the distance between the central atom and its neighbors.

In order to study the last plateau conductance we shall analyze the one-atom contact shown in Fig. 6.1. Let us recall that this contact consists of $N$ layer grown on a fcc lattice along the (111) direction (denoted as z direction), and this neck is finally connected to two perfect semi-infinite crystals which describe the reservoirs. The results that we present below have been obtained for a short neck model geometry ($N = 1$), i.e. one atom between two surfaces. Of course, we have verified that for longer necks and different elongation models similar results are obtained. Moreover, we shall comment what happens in different crystallographic directions to the (111), what will reveal the type of structures which are formed in these nanocontacts.

Figure 7.3 summarizes the results obtained for the evolution of the last plateau total conductance and its decomposition into individual channel contributions for the three metals considered. In this figure we show the conductance as a function of the distance between the central atom and its first neighbors $d$ in units of their bulk interatomic distance $d_0$, from a stretched situation ($d < d_0$) to an elongated one $^1$. Notice that both the approximate values of the total conductance as well as their variations upon elastic deformation are in good agreement with the experimental results of Fig. 7.1. To get a deeper insight into the observed trends it is convenient to analyze the evolution of the local density of states (LDOS) at the central atom and the individual channel transmissions as a function of the energy. Fig. 7.4 shows both quantities for the metals considered in the case where the contact is in equilibrium $d = d_0$. Fig. 7.4 show the same for a case where the contact is elongated ($d = 1.2d_0$).

Let us start commenting the case of Au which is a remaining task that we post-

$^1$Notice that we cannot predict within our model when the contact breaks.
Figure 7.3: Calculated last plateau conductance (full line) and its decomposition for Au, Al and Pb as a function of the distance between the central atom and its first neighbors $d$ in units of the equilibrium distance $d_0$. In the case of Au only one channel contributes to the conductance. For Al there are three channels (dotted and dashed lines), the one with lower transmission is two-fold degenerate. For Pb the total conductance for a case without spin-orbit coupling and with spin-orbit coupling are shown (see text), and the decomposition into three eigenchannels of the latter case.

pioned in the previous chapter. The Au atomic configuration is $5d^16s^1$, which gives rise to a conduction $s$ band with one electron per atom. The $d$ band is completely filled and we have checked that it does not play an important role in the transport properties. However, the $6p$ bands have a small weight at the Fermi level and we
Figure 7.4: LDOS at the central atom and channel transmissions vs energy for the ideal geometry \((d = d_0)\) in Au, Al and Pb. In the case of Pb only the total \(s\) and \(p\) LDOS are shown. The character of the eigenchannels in this case is neither \(sp_z\) nor \(p_{x,y}\) due to the spin-orbit coupling. The vertical lines indicate the position of the Fermi level.
Figure 7.5: Same as Fig. 7.4 for a stretched contact ($d = 1.2d_0$).

have introduced them in the calculation to study their influence.

Our results predict the presence of a single relevant channel at the Fermi energy, whose contribution arise from the $6s$ orbital slightly hybridized with the $6p_2$. As can be observed in the top panel of Fig. 7.4, the local density of states at the central
atom and the transmission exhibit a resonance around the Fermi energy. In this case the charge neutrality condition pins the Fermi level at the center of the transmission resonance. This provides a strong mechanism accounting for the almost perfect conductance quantization for Au at the first plateau \[252\]. The effect of elastic deformation around this situation is to either broaden or narrow the resonance at the Fermi energy without modifying the value of the total conductance (see top panel of Fig. 7.5). Similar findings using a local density approximation for Au were reported by Brandbyge et al. \[259\].

As we already know, in the case of Al the 3s and 3p orbitals give the main contribution to the current. This time we have introduced the 3d orbitals which, although they are situated 9 eV above the p band center and therefore practically empty \[250\], they have certain influence in the total conductance value as we shall comment below. Although the relative position and shape of the s and p bands are similar to the case of Au, the Fermi level lies closer to the center of the p bands. Thus, as shown in Chapter 6, one finds three channels with non-negligible transmission: a widely open channel with \(sp_\alpha\) character and two less transmissive ones with a \(p_x\), \(p_y\) character. This splitting between \(p\) and \(p_{xy}\) bands (which are degenerate in the bulk) is due to the neck geometry which shifts the \(sp_\alpha\) band into lower energies with respect to the center of \(p_{xy}\) bands (see middle panel in Fig. 7.4). As it was commented, the double degeneracy of the low transmissive channel is due to the symmetry of the ideal geometry and is broken when introducing disorder.

The inclusion of the \(d\) orbitals in the calculation does not modify the conclusions of the previous chapter relative to the number and character of conducting channels in Al one-atom contacts. However, they slightly reduce the total transmission value. For instance, we now have a conductance \(\sim 0.8G_0\) for the perfect system \((d = d_0)\). This effect is due to the hybridization between the \(p\) and \(d\) bands which somewhat shifts the \(p\) bands to higher energies reducing the transmission of the \(sp_\alpha\) channel with respect to what was found without \(d\) orbitals. In the case of Al, the bond weakening induced by stretching produces a narrowing of the \(sp_\alpha\) and \(p_{xy}\) bands. This narrowing is more pronounced for the \(p_{xy}\) because of the faster decay of the \(t_{pp}\) hoppings (see Eq. (7.1)), and as a consequence the Fermi level tends to lie around the center of the \(sp_\alpha\) transmission resonance. This is the reason why Al contacts usually break when the conductance is \(\sim G_0^2\). As can be observed in middle panels of Figs. 7.3 and 7.5, the conductance at the maximum elongation is not exactly \(G_0\). This is a consequence of while the \(sp_\alpha\) is opened completely, the \(p_{xy}\) are not totally closed as probably happens (see Fig. 4 in Ref. [143]). This kind of deficiencies should be mend by a more sophisticated model where the self-consistency and the precise orbitals decay be determined in a more appropriate way.

The \(s\) and \(p\) orbitals also play the most important role in the case of Pb and the

---

Footnote:
\[2\] However, this does not explain why these contacts usually break just after reaching this point.
number of conducting channels is the same as for Al. However, Pb has an extra valence electron which moves the Fermi level to an energy region where both $sp_z$ and $p_{x,y}$ channels are widely open. The calculated total conductance for the ideal geometry is $\sim 2.8 G_0$. On the other hand, around the Fermi energy the $sp_z$ has basically a $p_z$ character, what makes that the three channels evolve in the same way upon stretching. This gives rise to a rather flat conductance plateau, as can be seen in Fig. 7.3 (lower panel without spin-orbit), which is at variance with the experimental finding (see Fig. 7.1). A much better agreement can be obtained by including the effect of spin-orbit coupling in the model calculations. This effect is

known to play an important role in the adequate description of the Pb bulk band structure [268]. Within an atomic orbital basis, the spin-orbit coupling leads to an extra term in the Hamiltonian (6.1) of the form

$$\hat{H}_{so} = \lambda_{so} \sum_{i,\alpha,\beta,\sigma,\sigma'} \langle \alpha \sigma | \hat{L} \hat{S} | \beta \sigma' \rangle c_{i \alpha \sigma}^\dagger c_{i \beta \sigma'},$$

(7.2)

where $\hat{L}$ and $\hat{S}$ are the orbital and spin angular momentum operators respectively. The indexes $\alpha$ and $\beta$ refer to $p$ orbitals at the same lattice site with spin $\sigma$, $\sigma'$ respectively. Typical values of spin-orbit coupling constant $\lambda_{so}$ are of the order of 0.7 eV [268]. This spin-orbit term makes that neither the orbital angular momentum nor spin be good quantum numbers of the problem. In the new basis which diagonalizes the atomic problem, instead of $p$ orbitals, we have the total angular momentum eigenstates $j = 1/2$ and $j = 3/2$, two-fold and four-fold degenerate respectively. In spectroscopy these orbitals are denoted as $p_{1/2}$ and $p_{3/2}$. The splitting between these two levels is $3\lambda_{so}/2$, and $p_{1/2}$ state has a lower energy. The evolution of the total conductance and its decomposition into eigenchannels including spin-orbit coupling is shown in Fig. 7.3 (lower panel). As can be observed in this figure, now not only the tendency is the correct one but also the conductance values are more adequate. For instance, for the ideal geometry ($d = d_0$) one has $G \sim 2.25 G_0$. In spite of introducing the spin-orbit coupling we keep on obtaining three channel (the transmission of the fourth one is of the order of $10^{-3}$). However, the character of the channels change with respect to what we found in Chapter 6.

One can take advantage of the fact that Pb is in the superconducting state at the temperature at which the experiments were performed (1.5 K) to obtain the decomposition of the experimental conductance into eigenchannels using the channel spectroscopy introduced in Ref. [143]. Figure 7.6 shows a typical example of the evolution of the decomposition for Pb. As we can see there appear three channels whose evolution under elastic deformation is in agreement with the theoretical results that we have just commented.

\footnote{We have verified that the $d$ orbitals in the case do not play an important role because they are farther than in the Al case.}

196
7.3. THEORETICAL CONDUCTANCE EVOLUTION

Figure 7.6: Experimental conductance for Pb and its decomposition into three different channels (represented as diamonds, dots, and triangles).

The pronounced decreased of the conductance can be understood by analyzing the LDOS at the central atom. For the ideal geometry (Fig. 7.4 lower panel) the Fermi level lies in the middle of the $p$ band which does not exhibit any structure associated with the splitting of the atomic levels, since the broadening of central atom levels due to the coupling with electrodes is much greater than such splitting ($\sim 1 \, \text{eV}$). However, the decomposition into $sp_z$ and $p_{xy}$ channels is no longer valid due to the spin-orbit coupling which also breaks the $p_{x,y}$ degeneracy. In the elongated contact (Fig. 7.5 lower panel) the splitting of the atomic levels manifests itself in the appearance of a doubled peaked structure at the $p$ LDOS having a $p_{1/2}$ and a $p_{3/2}$ character. The Fermi level lies between these two peaks in order to approximately accommodate two electrons in the $p_{1/2}$ band. The double peaked structure is also present in the transmission as a function of energy explaining its pronounced decrease with elongation.
7.4 Comments and conclusions

The theoretical results presented so far have been obtained for a closed packed contact model grown along (111) direction. This seems the natural choice since (111) faces are known to be energetically favored in fcc metals. We have nevertheless also studied model geometries grown along other crystallographic directions like (100). As commented in Chapter 6, the number of channels and the approximate values of the total conductance are not dependent on the geometry choice. However, for the particular case of Al one finds a decrease in conductance upon stretching for the (100) case [269] at variance with the experimentally observed tendency. This result could indicate that in these nanocontacts compact structures tend to be formed.

In summary, in this chapter we have shown that the conducting channels in metallic one-atom contacts are in general neither completely open nor completely closed, which reflects in the variations of the conductance with strain. Conductance increases or decreases with strain depending on the electronic structure of the element.

The correct description of these transport properties requires going beyond the free-electron approximation. A good semiquantitative agreement has been achieved using a tight-binding model Hamiltonian based on fits to the bulk valence bands and a close packed model geometry with the addition of the charge neutrality condition. No special treatment is necessary for each metal indicating the power of our approach.

7.5 Future and open problems

With respect to the future, there are still many problems that we may analyze with our model. For instance, we can analyze other metals like the ones of the group IIIB. In Fig. 7.7 we show preliminary results for Zn and Cd. These two metals have electronic structures Ar $3d^{10}4s^2$ and Kr $4d^{10}5s^2$ respectively. They are conducting material because the $p$ band is hybridized with the $s$ valence band. These material are superconducting at low temperatures, which makes possible the experimental comparison. As can be seen in Fig. 7.7, both the local density of states at the central atom and the decomposition of the transmission into eigenchannels are similar to the ones of Al. Indeed, this is what one would expect since the transport takes place through the $s$ and $p$ bands. This preliminary results allow us to get some ideas about these metals, but we must still study in detail the influence of disorder or the $d$ band, etc.

Another interesting case is the one of semimetals like Sb or Bi. As we commented in Chapter 5, Krans et al. [218] showed that a Sb atomic contact exhibits conductance plateaus below the quantum, which is probably due to the low density

---

4In the calculation of the Fig. 7.7 we have only included the $s$ and $p$ bands.
of states of a semimetal at the Fermi level. However, there have appeared a new work in which it is shown the possibility of conductance quantization in an atomic contact of Bi [264], which is at variance with results of other laboratories (C. Untiedt, private communication).

In principle, we can analyze semimetals with our theoretical model. However, in the case of semimetals the charge neutrality condition is not a very good approximation because of the large Fermi wave length. Anyway, the neutrality condition is always a first approximation in the self-consistent treatment of the electron-electron interaction. The analysis of semimetals is one of our remaining tasks.
Another interesting case is the one of ferromagnetic material as Fe, Co or Ni. In contacts of these metals the spin symmetry is broken and the channels split into spin up and spin down channels. As an example of a ferromagnetic case, in Fig. 7.8 we show preliminary results on Co one-atom contacts. It can be seen in this figure that there are spin up and spin down channels, and one can have funny situations like this, in which one has basically one channel for spin up due to the Co 4s orbital, and six channels for spin down due to the contribution of the 3d band. The analysis of contacts of ferromagnetic materials is one of challenges for the future both from the theoretical and experimental point of view.

In this work we have concentrated in the analysis of the simplest contact, an one-atom contact. Such contact corresponds to the last conductance plateau before breaking the contact. One of our aims is to extend the analysis to higher plateaus. In principle, our theoretical scheme is valid for analyzing contacts of arbitrary section, but our main problem is to determine the contact geometry. One of our aims is to combine our calculations of the transport properties with molecular dynamics simulations for determining the actual evolution of the contact geometry.

Of course, there are still several open problems in the context of metallic nanocontacts. For instance, what is the origin of the peculiar series of conductance steps in the case of simple metals [219]? (see Chapter 5), or in general, what is the origin of the peaks in the conductance histograms? As we pointed out in Chapter 5, the transport and mechanical properties are closely related. In our opinion the answers of the previous questions can be found in the mechanical properties of the contacts. It is very likely that certain atomic configurations are favored for energetic reasons, and this fact would be reflected in the patterns of the conductance evolution upon deformations. But this is only a speculation that would be interesting to explore in molecular dynamics simulations of the contact formations.

The following step in the study of electronic transport in nanocontacts could be the extension of our model to the case of molecular contacts. In the last years a growing attention has been paid to the investigation of the electrical current through individual molecules. Molecular circuits can be fabricated with the STM [270, 271, 272, 273] or with the breakjunction technique [274]. Recently several theoretical schemes have been developed for describing the transport in these circuits [270, 275, 276, 277, 278, 279], which use similar ideas to the ones we have presented here. Practically all theories make use of atomic orbital basis and Green functions techniques. The new ingredient, with respect to the atomic contacts, is the determination of the molecular levels and their coupling to the leads. The electronic structure of a molecule is usually determined with an extended Hückel method. The main conclusion of these theories is that the electrical current through contact of individual molecules is determined by individual molecular levels, in a similar way to what we have shown in these chapters for the case of atomic circuits.
Figure 7.8: Transmission as a function of energy for a Co one-atom contact. The eigenvalues are separated in spin up and spin down due to the broken spin symmetry in a ferromagnetic material. The electronic structure of Co is Ar 3d\textsuperscript{7} 4s\textsuperscript{2}. Around the Fermi level we find one channel with s character for spin up and 6 spin down channels due to the contribution of the d bands. The Fermi level is indicated with a vertical dotted line.

We have started answering some fundamental questions in the context of atomic and molecular circuits, but for the definitive success of the molecular electronics we should to answer other fundamental questions like:

- What type of atoms or molecules should we use, in order to integrate them in a macroscopic circuits and may realize millions of operations per second?
What experimental techniques must we develop to incorporate the atoms or molecules with precision and rapidity?

Without any doubt we are in a crucial moment of the development of the nanoelectronics. Soon we shall know if the molecular electronics will be one of the technological revolutions of the next century, or if by the contrary it will remain as a mere academic curiosity.
Appendix A

Keldysh Formalism

This appendix is devoted to the study of non-equilibrium Green functions, in particular to the study of the Keldysh formalism [1]. Apart from the original paper, there exist excellent works devoted to this technique in the literature [2, 3, 4]. In spite of this, we have decided to include this appendix because this formalism is the basic tool of this thesis. We have tried to explain it didactically, in such a way that it be accessible for those who are familiar with the standard perturbation theory for the Green functions of a system in equilibrium [5, 6, 7].

In his original paper Keldysh developed a diagrammatic technique for calculating the Green functions of systems arbitrarily out of equilibrium [1]. This technique is a natural extension to the non-equilibrium case of the well-known diagrammatic theory that Feynman introduced in Quantum Field Theory [8]. The importance of the Keldysh formalism lies in that it allows us to go beyond of the usual linear response. Indeed, this technique provides us a quite general method for studying Non-equilibrium Statistical Mechanics from a perturbative point of view. Since its appearance it has been used in a great amount of different topics (see Ref. [4] and references therein). In particular, it has been applied to the study of electronic transport in many types of junctions (for instance see Ref. [9]).

This appendix is organized as follows: in section A.1 we lay the foundations of the Keldysh formalism. In section A.2 we describe the matrix representation of the non-equilibrium Green functions. In particular, we discuss some of the relations between the different Green functions which make this technique so useful. In section A.3 we briefly discuss the Feynman rules which govern the construction of the diagrams for the non-equilibrium case. Finally, we end with the references of this appendix.

A.1 The Keldysh contour

Let us consider a physical system represented by the time-independent Hamiltonian
\[ \hat{H} = \hat{H}_0 + \hat{H}^i, \tag{A.1} \]

where \( \hat{H}_0 \) describes free particles and \( \hat{H}^i \) the interaction between the particles.

In thermodynamic equilibrium, we describe the state of the system in the grand canonical ensemble by the density matrix

\[ \hat{\rho} = \frac{1}{Z} e^{-\beta \hat{H}} \quad ; \quad Z = Tr \left[ e^{-\beta \hat{H}} \right], \tag{A.2} \]

where \( \beta = \frac{1}{k_B T} \) and we measure the particle energies with respect to the chemical potential \( \mu \), i.e. \( \hat{H} \) is indeed \( \hat{H} - \mu \hat{N} \), where \( \hat{N} \) is the particle number operator.

We are interested in how this system evolves when it is subjected to the action of a time-dependent perturbation \( \hat{V}'(t) \) since an initial time \( t_0 \). For a latter time \( t > t_0 \), the system evolves governed by the Hamiltonian

\[ \hat{H}(t) = \hat{H} + \hat{V}'(t), \tag{A.3} \]

where \( \hat{V}'(t) = 0 \) for \( t < t_0 \). In order to describe the dynamics of the system we use the Heisenberg picture. In this representation the states are time-independent and the observables obey the equation of motion

\[ i \frac{\partial}{\partial t} \hat{A}_{\mathcal{H}}(t) = \left[ \hat{A}_{\mathcal{H}}(t), \hat{H}(t) \right], \tag{A.4} \]

where the subindex \( \mathcal{H} \) indicates Heisenberg picture. The average value of the operator \( \hat{A} \) at a time \( t \) is given by

\[ \langle \hat{A}(t) \rangle = Tr \left[ \hat{\rho}_{\mathcal{H}} \hat{A}_{\mathcal{H}}(t) \right], \tag{A.5} \]

where let us recall that the density matrix in the Heisenberg picture does not depend on time.

In this appendix we are mainly concerned with the evolution of Green functions, as for instance the causal function

\[ i \ G(1, 1') = \langle \hat{T} \hat{\psi}_{\mathcal{H}}(1) \hat{\psi}^\dagger_{\mathcal{H}}(1') \rangle, \tag{A.6} \]

where \( 1 \equiv (x_1, t_1), 1' \equiv (x_{1'}, t_{1'}), \hat{\psi}_{\mathcal{H}}(1) \) and \( \hat{\psi}^\dagger_{\mathcal{H}}(1') \) are field operators in the Heisenberg picture and \( \hat{T} \) is the time-ordering operator

\[ \hat{T} \hat{\psi}_{\mathcal{H}}(1) \hat{\psi}^\dagger_{\mathcal{H}}(1') \equiv \begin{cases} \hat{\psi}_{\mathcal{H}}(1) \hat{\psi}^\dagger_{\mathcal{H}}(1') & \text{if } t_1 > t_{1'}, \\ \mp \hat{\psi}^\dagger_{\mathcal{H}}(1') \hat{\psi}_{\mathcal{H}}(1) & \text{if } t_1 \leq t_{1'}, \end{cases} \tag{A.7} \]

\(^1\)We use throughout this appendix units \( \hbar = k_B = 1 \).
where the sign $-$ is for fermions and $+$ for bosons. From now on we shall only consider the case of fermions. In principle, from the knowledge of Green functions as the one in Eq. (A.6) every one-particle property may be derived.

As we mentioned in the introduction, the Keldysh formalism allows us to determine these Green functions using a perturbative technique. This technique is formally equivalent to the well-known expansions of Feynman [8] and Matsubara [10], and as they it is based on the Wick theorem [11]. This theorem states how a many-particle correlation may exactly be decomposed into sums and products of one-particle correlations. The most general proof of the Wick theorem is due to Danielewicz [12]. He showed that the Wick theorem holds if and only if the operators to be averaged are noninteracting and the initial density matrix is an one-particle density matrix. By noninteracting operators we mean operators in the Interaction picture with respect to a free Hamiltonian. Thus, if we want to use the Wick theorem for expanding the Green functions we find two problems. First, the initial density matrix $\hat{\rho}(t_0)$ given by Eq. (A.2) is a many-body density matrix. Secondly, in general the Hamiltonian $\hat{H}(t)$ contains many-body contributions and therefore the corresponding time-development operator as well. The following paragraphs are devoted to the solution of both problems.

Let us start analyzing the second problem which is the central idea of this formalism. Our problem consists of studying the time-development of the Green function (A.6). For this purpose, if we want to make use of the Wick theorem, we must express it in terms of operators in the Interaction picture with respect to a free Hamiltonian $\hat{H}_0$. The relation between an operator $\hat{A}_H$ in the Heisenberg picture and the corresponding $\hat{A}_{H_0}$ in the Interaction picture is given by

$$\hat{A}_H(t) = \hat{S}(t_0, t) \hat{A}_{H_0}(t) \hat{S}(t, t_0),$$  \hspace{1cm} (A.8)

where $\hat{S}$ is the time-development operator in the Interaction picture

$$\hat{S}(t, t_0) = e^{i\hat{H}_0 t} e^{-i\hat{H}(t-t_0)} e^{-i\hat{H}_0 t_0}.$$  \hspace{1cm} (A.9)

This time-development operator satisfies the following differential equation

$$i \frac{\partial}{\partial t} \hat{S}(t, t_0) = \hat{V}_{H_0}(t) \hat{S}(t, t_0),$$  \hspace{1cm} (A.10)

where $\hat{V}_{H_0}(t)$ represents the interaction expressed in the Interaction picture. Here, the interaction $\hat{V}(t) = \hat{H}_I + \hat{V}^I(t)$ includes the interaction between particles and the time-dependent potential.

The previous differential equation admits the formal solution

$$\hat{S}(t, t_0) = \hat{T} \exp \left(-i \int_{t_0}^{t} dt' \hat{V}_{H_0}(t') \right),$$  \hspace{1cm} (A.11)

205
where $\hat{T}$ is the time-ordering operator. Using this result one can express Eq. (A.8) as

$$\hat{A}_H(t) = \left[ \hat{T} \exp \left( i \int_{t_0}^{t} dt' \hat{V}_{H_0}(t') \right) \right] \hat{A}_{H_0}(t) \left[ \hat{T} \exp \left( -i \int_{t_0}^{t} dt' \hat{V}_{H_0}(t') \right) \right],$$  \hspace{1cm} (A.12)

where $\hat{T}$ is the antiordering operator $^2$

$$\hat{T} \hat{A}(t_1) \hat{B}(t_2) \equiv \left\{ \begin{array}{ll} \hat{A}(t_1) \hat{B}(t_2) & \text{if } t_1 < t_2 \\ -\hat{B}(t_2) \hat{A}(t_1) & \text{if } t_1 \geq t_2. \end{array} \right. \hspace{1cm} (A.13)$$

One can conveniently compact the expression (A.12) making use of the so-called **Keldysh contour**, which is shown in Fig. A.1 [13]. This contour runs on the upper branch (branch +) from $t_0 = t_0^+$ to $t$ and on the lower branch (branch −) back to $t_0 = t_0^-$. Nevertheless, both branches are still lying on the real time. The vertical offset in Fig. A.1 is only a graphical method to demonstrate the different sense of ordering. On the branch + the time ordering is chronological, whereas in the branch − is antichronological.

![Keldysh Contour](image)

**Figure A.1: $c \equiv$ Keldysh contour.**

With this contour $c$ the expression (A.12) reduces to

$$\hat{A}_H(t) = \left\{ \hat{T}_c \exp \left( -i \int_{t_0}^{t} dt' \hat{V}_{H_0}(t') \right) \right\} \hat{A}_{H_0}(t),$$  \hspace{1cm} (A.14)

where $\hat{T}_c$ is the time-ordering operator along the Keldysh contour and the integral runs along this contour. Defining the time-development operator on the Keldysh contour as

$$\hat{S}_c(t_2, t_1) = \hat{T}_c \exp \left( -i \int_{t_1}^{t_2} dt' \hat{V}_{H_0}(t') \right),$$  \hspace{1cm} (A.15)

where $t_1, t_2 \in c$, finally we have

$^2$Let us recall that we only consider the case of fermions.
\[ \hat{A}_H(t) = \hat{T}_c \hat{S}_c(t_0^-, t_0^+) \hat{A}_{H_0}(t). \]  
\hfill (A.16)

Using this results it is easy to convince oneself that the Green function (A.6) can be expressed in terms of noninteracting operators in the following way
\[ i \, G(1, 1') = \langle \hat{T}_c \, \hat{S}_c(t_0^-, t_0^+) \, \hat{\psi}_{H_0}(1) \, \hat{\psi}_{H_0}^+(1') \rangle. \]  
\hfill (A.17)

Thus, we have solved our first problem.

There is still a problem. Namely, the averages of the type of Eq. (A.17) are still calculated with a many-body density matrix. Thus, if we want to use the Wick theorem we must expand the density matrix in terms of a free density matrix (non-interacting density matrix). The solution to this problem was found by Matsubara in his famous work on the finite temperature expansion [10]. Next, we explain this solution.

Let us analyze the exponential appearing in the density matrix (A.2). We may write it as
\[ e^{-\beta \hat{H}} = e^{-\beta H_0} e^{\beta H_0} e^{-\beta \hat{H}}. \]  
\hfill (A.18)

On the other hand, we can trivially extend the expression (A.9) for the time-development operator to the case of an imaginary time, thus
\[ \hat{S}_c(-i \beta, 0) = e^{\beta \hat{H}_0} e^{-\beta \hat{H}}, \]  
\hfill (A.19)

where \( c' \) indicates that the time runs along the imaginary axis as it is shown in Fig. A.2.
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Figure A.2: \( c' \equiv \) Matsubara contour.

According to Eq. (A.11) \( \hat{S}_c(-i \beta, 0) \) can be expressed as
\[
\hat{S}_{c'}(-i\beta, 0) = \hat{T}_{c'} \exp \left( -i \int_0^{t'} dt' \hat{H}^I_0(t') \right),
\]

(A.20)

where \(\hat{H}^I_0\) is the interaction between particles in the Interaction picture, and \(\hat{T}_{c'}\) orders along the Matsubara contour \(c' = [0, -i\beta]\)

\[
\hat{T}_{c'} \hat{A}(t_1) \hat{B}(t_2) = \left\{ \begin{array}{ll}
\hat{A}(t_1) \hat{B}(t_2) & \text{if } t_1 > t_2 \text{ in } c' \\
-\hat{B}(t_2) \hat{A}(t_1) & \text{if } t_1 \leq t_2 \text{ in } c' \end{array} \right..
\]

(A.21)

Inserting this into Eq. (A.18) we get

\[
e^{-\beta \hat{H}} = e^{-\beta \hat{H}_0} \hat{S}_{c'}(-i\beta, 0).
\]

(A.22)

On the other hand, the partition function can be written as

\[
Z = Tr \left[ e^{-\beta \hat{H}} \right] = Tr \left[ e^{-\beta \hat{H}_0} \hat{S}_{c'}(-i\beta, 0) \right].
\]

(A.23)

So, we can then write the density matrix as follows

\[
\tilde{\rho} = \frac{e^{-\beta \hat{H}_0} \hat{S}_{c'}(-i\beta, 0)}{Z} \rho_0 \hat{S}_{c'}(-i\beta, 0),
\]

(A.24)

where \(\rho_0\) is the single-particle density matrix

\[
\rho_0 = \frac{e^{-\beta \hat{H}_0}}{Z} ; \quad Z_0 = Tr \left[ e^{-\beta \hat{H}_0} \right].
\]

(A.25)

Thus, we have solved our second problem, i.e. we have expanded \(\tilde{\rho}\) in terms of a free density matrix \(\rho_0\) and now we may use the Wick theorem.

Combining the results (A.24) and (A.17) we can write the Green function as

\[
i \, G(1, 1') = \frac{Z_0}{Z} \langle \hat{S}_{c'}(-i\beta, 0) \hat{S}_{c'}(t_0^-, t_0^+) \hat{\psi}_{H_0}(1) \hat{\psi}_{H_0}(1') \rangle_0,
\]

(A.26)

where \(\langle \rangle_0\) indicates that the averages are calculated with \(\tilde{\rho}_0\).

The twofold expansion of the initial density matrix and the time-development operator may conveniently be combined to a single expansion. To this end we utilize the striking similarity between the treatment of the initial density matrix and the time-development operator, both of which are exponential functions. Following Wagner [14], we link the two contours \(c'\) and \(c\) together, \(c^* \equiv c'c\) as illustrated in Fig. A.3 [15]. Moreover, we introduce a \(c^*\)-contour-ordering operator \(\hat{T}_{c^*} \equiv \hat{T}_{c'} \hat{T}_{c}\). Hence, a point on \(c\) is always earlier than a point on \(c'\).

Furthermore, we define a Heisenberg picture with respect to \(\hat{H}_0\) along the contour and we extend the time-development operator to the \(c^*\) contour in the following way
\[
\hat{S}_{c'} \equiv \hat{S}_{c'}(-i\beta, t_0^+) = \hat{S}_c(-i\beta, 0) \hat{S}_c(t_0^-, t_0^+) = \hat{T}_{c'} \exp \left( -i \int_{c'} dt' K_{H_0}(t') \right), \quad \text{(A.27)}
\]

where \( K_{H_0} \) is the perturbation in the Interaction picture

\[
K_{H_0}(t') \equiv \begin{cases} 
\hat{V}(t') & t' \in c \\
\hat{H}^i(t') & t' \in c'. 
\end{cases} \quad \text{(A.28)}
\]

With these definitions we can write Eq. (A.26) as

\[
i \ G(1, 1') = \frac{Z_0}{Z} \langle \hat{T}_{c'} \hat{S}_{c'} \hat{\psi}_{H_0}(1) \hat{\psi}_{H_0}^\dagger(1') \rangle_0. \quad \text{(A.29)}
\]

The crucial point is that this expression meet all requirements for the application of the Wick theorem to each of the terms in the expansion of \( \hat{S}_{c'} \). First, the average is taken over an one-particle density matrix \( \hat{\rho}_0 \) and secondly, all operators are given in an Interaction picture corresponding to a noninteracting system described by \( \hat{H}_0 \).

Let us summarize what we have obtained so far. In principle, with the theory we have developed so far we can describe the temporal evolution of a system initially in thermodynamical equilibrium, including the possible transient effects due to the initial correlations. However, in the Keldysh formalism one does not take into account transient effects or initial correlations. This can be achieved taking \( t_0 \to -\infty \). Thus, if we assume that the Green functions decay rapidly as a function of the difference of times, we can neglect the contribution coming from the contour \( c' \). A detailed
discussion about this point can be found in an excellent work by Mathias Wagner (Ref. [14]). In this work Wagner developed a general formalism which permits to take explicitly into account the initial correlations, and he showed that there appear corrections to the Keldysh formalism due to such correlations. Thus, the study of transient effects is out of the scope of the Keldysh formalism. Nevertheless, this technique allows us to analyze systems out of equilibrium in which after certain time a “stationary” situation is reached.

Thus, if we neglect the initial correlations, the $c^\star$ contour reduces to the Keldysh contour $c$, which now starts at $-\infty$ (see Fig. A.4).

![The Keldysh contour.](image)

Figure A.4: The Keldysh contour.

Furthermore, in the Keldysh formalism it is assumed that the interaction between particles, $\hat{H}^i$, can be switched on adiabatically in such a way that the interaction vanishes at $t \to -\infty$ and we can use $\hat{\rho}_0$ the initial density matrix. From now on, we concentrate strictly in the Keldysh formalism as it is commonly used. It we take into account the two mentioned simplifications, the Green function (A.29) now reduces to

$$i \, G(1,1') = \langle \hat{T}_c \, \hat{\Sigma}_c \, \hat{\psi}_{H_0}^\dagger(1) \, \hat{\psi}_{H_0}^\dagger(1') \rangle_0 , \quad (A.30)$$

where $c$ indicates the Keldysh contour of the Fig. A.4 and $\hat{\Sigma}_c \equiv \hat{\Sigma}_c(-\infty,-\infty)$. As before, the Green function (A.30) is expressed in a suitable way for using the Wick theorem in the expansion of $\hat{\Sigma}_c$ given by Eq. (A.15). However, it is easy to realize that in this expansion other different Green functions will appear. Thus, we do not get a closed equation for the Green function which we are analyzing. The reason is the following: while the Green function temporal arguments $t_1$ and $t_1'$ lie in the branch $+$, $\hat{\Sigma}_c$ has temporal arguments in both branches giving rise to functions with the four possible pairings of the arguments on $c$. An elegant way of solving this problem is to study a function which comprises all the functions occurring in the expansion. This function is the so called $c$-contour-ordered Green function, which is defined as

\footnote{The electronic transport problems that we analyze in thesis belong to this type of stationary problems.}
A.2. MATRIX REPRESENTATION

\[ i G_c(1, 1') \equiv \langle \hat{T}_c \hat{\psi}_H(1) \hat{\psi}_H^\dagger(1') \rangle = \begin{cases} \langle \hat{\psi}_H(1) \hat{\psi}_H^\dagger(1') \rangle & \text{if } t_1 > t_1' \text{ on } c, \\ -\langle \hat{\psi}_H(1') \hat{\psi}_H(1) \rangle & \text{if } t_1 \leq t_1' \text{ on } c. \end{cases} \tag{A.31} \]

where \( t_1 \) and \( t_1' \) lie on the whole contour \( c \) and the operators are expressed in the Heisenberg picture. This function covers all possible pairings of the operators \( \hat{\psi}_H(1) \) and \( \hat{\psi}_H^\dagger(1') \) defined on \( c \). For instance, if \( t_1 \) and \( t_1' \) lie on the branch +, \( G_c(1, 1') \) reduces to the Green function (A.6).

Using Eq. (A.30) we have for \( G_c \)

\[ i G_c(1, 1') = \langle \hat{T}_c \hat{S}_c \hat{\psi}_{H_0}(1) \hat{\psi}_{H_0}^\dagger(1') \rangle_0. \tag{A.32} \]

It is evident that now the expansion of \( \hat{S}_c \) leads to a closed equation for \( G_c \). Due to the Wick theorem, every term in this expansion can be expressed as a sum of products of one-particle Green functions of the unperturbed system. The resulting terms in each order in the interaction may be described diagrammatically. It is easy to show, (see Ref. [1] for details) that the diagrammatic structure is identical to the one of the equilibrium case. In the same way, we have connected and disconnected diagrams, topologically distinct, etc. The only difference with the equilibrium expansion is the appearance of the integrations along the contour \( c \) instead of over the inverse of the temperature for the case of finite temperature, or over the real axis for the zero-temperature case.

As in the equilibrium case the expansion of the time-development operator \( \hat{S}_c \) gives rise to an infinite geometrical series, where arises the concept of self-energy and the Green function \( G_c \) obeys a Dyson equation

\[ G_c(1, 1') = g_c(1, 1') + \int_c dt_2 dx_2 \int_c dt_3 dx_3 g_c(1, 2) \Sigma(2, 3) G_c(3, 1'), \tag{A.33} \]

where \( g_c \) is the unperturbed Green function and the self-energy \( \Sigma \) is as usual defined as a sum over all topologically distinct proper self-energy diagrams.

This is a closed equation for \( G_c \) which allows us to determine it, once the self-energy has been calculated. However, the Green functions in which we are interested in have not the form of \( G_c \), but they have both temporal arguments defined in a concrete contour branch. Thus, for practical calculations it is more convenient to use a matrix representation for the \( c \)-contour-ordered Green function. This is the aim of the next section.

A.2 Matrix representation

As stated above, it is convenient to express the perturbative expansion in terms of Green functions defined on the real time axis. For this purpose we shall make use
of a matrix representation of the $c$-contour-ordered Green function. This function has two time arguments $t_1$ and $t'_{1'}$ which can be placed on both Keldysh contour branches. There are four different possibilities to distribute these two parameter over the two branches. These four possibilities can be grouped in a $(2 \times 2)$ matrix

$$
\hat{G}(1, 1') = \begin{pmatrix}
G^{++}(1, 1') & G^{+-}(1, 1') \\
G^{-+}(1, 1') & G^{--}(1, 1')
\end{pmatrix}, \quad (A.34)
$$

where the hat of $\hat{G}(1, 1')$ indicates that it is a $(2 \times 2)$ matrix in the so called Keldysh space. The superindexes of the matrix elements denote the position of the time arguments on the contour. So, the left hand side superindex $\pm$ tell us that the argument $t_1$ lies in the branch $\pm$. The right superindex tell us the same for the argument $t'_{1'}$. The matrix elements are determined according to the effect which has $\hat{T}_c$ on the product $\hat{\psi}(1)\hat{\psi}^\dagger(1')$ for each configuration of $t_1, t'_{1'}$ on the contour. Thus,

$$
i G^{++}(1, 1') = \langle \hat{T} \hat{\psi}(1)\hat{\psi}^\dagger(1') \rangle = \begin{cases} 
\langle \hat{\psi}(1)\hat{\psi}^\dagger(1') \rangle & \text{if } t_1 > t'_{1'} \\
-\langle \hat{\psi}^\dagger(1')\hat{\psi}(1) \rangle & \text{if } t_1 \leq t'_{1'} \end{cases}
$$

(A.35)

$$
i G^{-+}(1, 1') = \langle \hat{T} \hat{\psi}(1)\hat{\psi}^\dagger(1') \rangle = \begin{cases} 
\langle \hat{\psi}(1)\hat{\psi}^\dagger(1') \rangle & \text{if } t_1 < t'_{1'} \\
-\langle \hat{\psi}^\dagger(1')\hat{\psi}(1) \rangle & \text{if } t_1 \geq t'_{1'} \end{cases}
$$

(A.36)

$$
i G^{+-}(1, 1') = -\langle \hat{\psi}^\dagger(1')\hat{\psi}(1) \rangle
$$

(A.37)

$$
i G^{-+}(1, 1') = \langle \hat{\psi}(1)\hat{\psi}^\dagger(1') \rangle.
$$

(A.38)

The function $G^{++}(1, 1')$ is simply the causal (time-ordered) Green function (A.6). $G^{-+}(1, 1')$ is the antitime-ordered Green function. Finally, the non-diagonal elements have the order of the time arguments fixed, since they lie on different branches. The two functions are basically distribution functions which are incorporated to the perturbative expansion in this formalism.

In the same way the self-energy admits a similar matrix representation

$$
\hat{\Sigma}(1, 1') = \begin{pmatrix}
\Sigma^{++}(1, 1') & \Sigma^{+-}(1, 1') \\
\Sigma^{-+}(1, 1') & \Sigma^{--}(1, 1')
\end{pmatrix}, \quad (A.39)
$$

where the matrix elements obey the relations

\textsuperscript{4}We suppress the subindex $\mathcal{H}$ in the field operators to shorten the notation.
\[ \Sigma^{+,+}(1, 1') = \begin{cases} -\Sigma^{-,-}(1, 1') & t_1 > t_1' \\ -\Sigma^{+,-}(1, 1') & t_1 \leq t_1' \end{cases} \] (A.40)

\[ \Sigma^{-,-}(1, 1') = \begin{cases} -\Sigma^{-,+}(1, 1') & t_1 < t_1' \\ -\Sigma^{+,-}(1, 1') & t_1 \geq t_1' \end{cases} \] (A.41)

It is easy to realize that within this matrix representation, the Dyson equation (A.33) admits a matrix representation in the Keldysh space given by

\[ \hat{G}(1, 1') = \hat{g}(1, 1') + \int dt_2 d\vec{r}_2\ dt_3 d\vec{r}_3\ \hat{g}(1, 2) \hat{\Sigma}(2, 3) \hat{G}(3, 1') , \] (A.42)

where now the time integration are along the real axis. Then, we finally arrive at a \((2 \times 2)\) matrix Dyson equation. As can be seen, the Keldysh formalism is formally identical to the equilibrium one, except that now every Green function becomes a \((2 \times 2)\) matrix in the Keldysh space. Thus, the only price that we have to pay for analyzing a non-equilibrium system is to handle with a greater number of Green functions. As can be observed in Eq. (A.42), the equation for the time-ordered Green function is coupled to the equation for \(G^{+,-}\) and \(G^{-,+}\), what is natural in a non-equilibrium problem since we must have an equation which describes the particle distribution in the system.

It is remarkable the elegance of this formalism summarized in the Dyson equation (A.42). It has a great resemblance with the Green functions formalism developed for studying phase transitions [16]. In general, when one analyzes a breaking symmetry the Green functions of the “normal” phase are coupled to new “anomalous” Green functions which are only non-zero in the new phase. Thus, a \((2 \times 2)\) matrix formalism arises, which is formally identical the normal case one. Typical examples are the superconducting transition, ferromagnetic transition, solid-gas transition, etc. The same happens in the case of the Keldysh formalism, what is easy to understand taking into account that we are handling with another breaking symmetry, namely the time breaking symmetry. Here, the “anomalous” Green functions are basically the nonequilibrium distribution functions.

The matrix structure can be further simplified. From the Eqs. (A.35-41) we can see that the different elements in the Keldysh space are non-independent. In particular, there exist the relations

\[ G^{+,+} + G^{-,-} = G^{+,-} + G^{-,+} \] (A.43)

\[ \Sigma^{+,+} + \Sigma^{-,-} = - (\Sigma^{+,-} + \Sigma^{-,+}) \] (A.44)

We can eliminate this redundancy by means of a canonical transformation [1] generated by
\[ \hat{L} = \frac{1 - i \hat{\sigma}_y}{\sqrt{2}}; \quad \hat{\sigma}_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \]  
(A.45)

We denote by \( \tilde{G} \) the new (2 \times 2) matrix generated by \( \hat{L} \), then

\[ \tilde{G} = \hat{L} \tilde{G} \hat{L}^\dagger = \begin{pmatrix} 0 & G^a \\ G^r & G^K \end{pmatrix}, \]  
(A.46)

where \( G^a \) is the advanced Green function.

\[ G^a(1, 1') = G^{+\,+}(1, 1') - G^{-\,+}(1, 1') = G^{+\,-}(1, 1') - G^{-\,-}(1, 1') \]
\[ = i\Theta(t_{1'} - t_1)\left[ \hat{\psi}(1), \hat{\psi}^\dagger(1') \right]_+, \]  
(A.47)

where \([ , ]_+\) represents the anticommutator and \( \Theta \) is the step function which in this case selects times \( t_{1'} > t_1 \). On the other hand, \( G^r \) is the retarded Green function

\[ G^r(1, 1') = G^{+\,+}(1, 1') - G^{+\,-}(1, 1') = G^{-\,+}(1, 1') - G^{-\,-}(1, 1') \]
\[ = -i\Theta(t_1 - t_{1'})\left[ \hat{\psi}(1), \hat{\psi}^\dagger(1') \right]_+. \]  
(A.48)

Finally, \( G^K \) is the Keldysh function

\[ G^K(1, 1') = G^{+\,+}(1, 1') + G^{+\,-}(1, 1') = G^{-\,+}(1, 1') + G^{-\,-}(1, 1') \]
\[ = -i\left[ \hat{\psi}(1), \hat{\psi}^\dagger(1') \right]_-, \]  
(A.49)

where \([ , ]_-\) is the commutator.

On the other hand, the self-energy is transformed as follows

\[ \hat{\Sigma} = \hat{L} \hat{\Sigma} \hat{L}^\dagger = \begin{pmatrix} \Sigma^K & \Sigma^r \\ \Sigma^a & 0 \end{pmatrix}, \]  
(A.50)

where the following relations for the advanced, retarded and Keldysh self-energies hold

\[ \Sigma^a = \Sigma^{+\,+} + \Sigma^{-\,+} = - (\Sigma^{+\,-} + \Sigma^{-\,-}) \]  
(A.51)

\[ \Sigma^r = \Sigma^{+\,+} + \Sigma^{+\,-} = - (\Sigma^{+\,-} + \Sigma^{-\,+}) \]  
(A.52)

\[ \Sigma^K = - (\Sigma^{+\,+} + \Sigma^{-\,-}) = \Sigma^{+\,+} + \Sigma^{-\,+} \]  
(A.53)
\[ \Sigma^+ - \Sigma^- = \Sigma^r - \Sigma^a. \quad (A.54) \]

From the new matrix Dyson equation the following relations can be extracted: first, the advanced and retarded Green functions satisfy their own Dyson equations

\[ G^a = g^a + g^a \Sigma^a G^a \quad (A.55) \]

\[ G^r = g^r + g^r \Sigma^r G^r, \quad (A.56) \]

where integration over intermediate arguments is understood \(^5\). Secondly, the Keldysh function satisfies the following expression

\[ G^K = g^K + g^K \Sigma^a G^a + g^r \Sigma^r G^K + g^K \Sigma^r G^a. \quad (A.57) \]

It is easy to convince oneself that the solution of this equation for \(G^K\) is

\[ G^K = (1 + G^r \Sigma^r) g^K (1 + \Sigma^a G^a) + G^r \Sigma^r G^a. \quad (A.58) \]

Now, it is clear that the number of independent equation is indeed two, since \(G^r\) and \(G^a\) are hermite conjugated. The physical content of the functions \(G^{r,a}\) and \(G^K\) is different, while \(G^{r,a}\) basically give information on the states of the system, \(G^K\) informs on the occupation of those states.

We use more the function \(G^{±−}\) than the Keldysh function \(G^K\). Thus, for ending this section we shall see how to express the function \(G^{±−}\) in terms of the advanced and retarded functions. Coming back to the original Keldysh space

\[ \hat{G} = \hat{g} + \hat{L} \hat{g} \hat{\Sigma} \hat{G} \hat{L}. \quad (A.59) \]

Taking the element \((+,−)\) and making use of the relations \((A.47-54)\), we obtain

\[ G^{±−} = g^{±−} + g^{±−} \Sigma^a G^a + g^r \Sigma^r G^{±−} + g^{±−} \Sigma^+ \Sigma^− G^a, \quad (A.60) \]

whose solution, as in the case of Eq. \((A.57)\), is given by

\[ G^{±−} = (1 + G^r \Sigma^r) g^{±−} (1 + \Sigma^a G^a) + G^r \Sigma^r G^{±−} G^a. \quad (A.61) \]

In the same way one obtains the following expression for \(G^{−+}\)

\[ G^{−+} = (1 + G^r \Sigma^r) g^{−+} (1 + \Sigma^a G^a) + G^r \Sigma^− \Sigma^+ G^a. \quad (A.62) \]

Eq. \((A.61)\) for \(G^{±−}\) together with the Dyson equations \((A.55-56)\) for the advanced and retarded functions form the set of equation that we have to solve in each concrete problem.

\(^5\)We shall do the same for the rest of equations in this section in order to simplify the notation.
A.3 Feynman diagrams

Finally, in this section we briefly study how to build the Feynman diagrams in the Keldysh formalism, pointing out what are the main differences with the equilibrium case. Let us consider a simple example of a free electron system subjected to an external potential \( V(\vec{x}, t) \) which constitutes the perturbation

\[
\hat{V}(\vec{x}, t) = \int d\vec{x} \, \hat{\psi}^\dagger(\vec{x}, t) \, V(\vec{x}, t) \, \hat{\psi}(\vec{x}, t).
\]  

(A.63)

As stated in section A.1, the diagrammatic theory for the \( c \)-contour-ordered Green function is identical to the one for an ordinary Green function, except for the integrations along the Keldysh contour. The first order in the perturbative expansion of the Green function \( G_c \) is obtained from the expression (A.32) introducing the first order term in the expansion of \( \hat{S}_c \) and applying the Wick theorem. This first order term \( G_c^{(1)} \) is given by

\[
G_c^{(1)}(1, 1') = \int d\vec{x}_2 \int_c dt_2 \, g_c(1, 2) \, V(2) \, g_c(2, 1').
\]  

(A.64)

We are interested in the diagrammatic structure of each of the \( \hat{G} \) elements in the Keldysh space. For obtaining them we decompose the integration along the contour into two integration along the real time axis

\[
\int_c dt_2 = \int_{-\infty}^\infty dt_2 - \int_{-\infty}^\infty dt_2.
\]  

(A.65)

Splitting \( G_c \) (see Eq. (A.64)) into its components in the Keldysh space

\[
G_{ij}^{(1)}(1, 1') = \int d\vec{x}_2 \int_{-\infty}^\infty dt_2 \, g_{ik}(1, 2) \, V_{kk'}(2) \, g_{kj'}(2, 1'),
\]  

(A.66)

where \( i, j = +, - \), sum over repeated indexes is assumed and

\[
V_{ij}(2) = V(2)(\hat{\sigma}_z)_{ij}; \quad \hat{\sigma}_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]  

(A.67)

For the sake of simplicity, we shall implicitly assume integrations over intermediate arguments. Thus, we can write down Eq. (A.66) as

\[
\hat{G}^{(1)} = \hat{g} \, \hat{V} \, \hat{g}.
\]  

(A.68)

The only difference with the case of the corresponding equilibrium Green function is the appearance of \( \hat{\sigma}_z \) in the perturbation. As in the equilibrium case the complete diagrammatic structure is the one shown in Fig. A.5. That is, the matrix Green function can be written as
\[ \hat{G} = \hat{g} + \hat{g} \hat{V} \hat{G}. \]  
\[ \hat{\Sigma} = \hat{V} = V \sigma_z, \]  
(A.69)  
(A.70)

This lead us to a self-energy

Thus, \( \Sigma^{++} = -\Sigma^{-+} = V \) and \( \Sigma^{+-} = \Sigma^{-+} = 0 \). Moreover, taking into account Eqs. (A.51-52) we have that \( \Sigma^a = \Sigma^r = V \).

![Diagram](image)

Figure A.5: Diagrammatic structure of a Green function in the case of an one-electron perturbation given by the external potential of Eq. (A.63).

As far as the perturbation is one-electron, the self-energies \( \Sigma^{+-} \) and \( \Sigma^{-+} \) vanish. These self-energies are associated to inelastic processes and then they will only be non-zero for many-body perturbations induced for example by an electron-electron interaction, electron-phonon interaction, etc. Finally, for the case of a two-body interaction, like the ones mentioned before, the diagrams are easily built following the same prescriptions that we have shown in this example.
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Appendix B

Calculation of the current in single channel N-N and N-S contacts

In this appendix we shall give the details of the calculation of the current in constant biased N-N and N-S single channel contacts using our Hamiltonian formalism.

As we explained in section 2.2, in these two cases the problem admits a stationary solution, so it is convenient to adopt a time-independent formulation based on the Hamiltonian (2.7). We assume that the left electrode is in normal state and the right one is either in normal or superconducting state. Moreover, we choose the energy origin at the right electrode chemical potential ($\mu_R = 0$). Let us remember that the current evaluated between the electrodes can be written in terms of the nonequilibrium Green functions $\hat{G}^{\pm \pm}$ (see section 2.2 for definition) as follows \textsuperscript{1}

\[
I(\tau) = \frac{2e}{h} \left[ i\hat{G}^{++}_{RL}(\tau, \tau) - \hat{\tau} \hat{G}^{+\pm}_{LR}(\tau, \tau) \right]_{11},
\]

where $L$ and $R$ denote the outermost sites of both electrodes, $(1,1)$ indicates the corresponding element in the Nambu representation and the hopping $\hat{\tau}$ is given in this representation by the expression (2.14), being time-independent in the gauge which we have chosen.

As we commented in section 2.2, in order to solve this model we follow a perturbative scheme, based on the Keldysh formalism, in which we consider the electrode coupling term in the Hamiltonian (2.7) as a perturbation. Thus, it is easy to show that the self-energies of this problem have the form $\hat{\Sigma}^{r, a}_{LL} = \hat{\Sigma}^{r, a}_{RR} = 0$ and $\hat{\Sigma}^{r, a}_{LR} = (\hat{\Sigma}^{r, a}_{RL})^* = \hat{\tau}$.

\textsuperscript{1}We assume that there exists spin symmetry and we only work in the electron space.
APPENDIX B. CALCULATION OF THE CURRENT IN SINGLE CHANNEL

Due to the gauge choice that we have taken, the Green functions only depend on the difference of their temporal arguments. This permits us to write the current, after Fourier transforming, as follows

\[ I = \frac{2e}{\hbar} \int_{-\infty}^{\infty} d\omega \left[ i\hat{G}^{+-}_{RL}(\omega) - \hat{G}^{++}_{LR}(\omega)\right]_{11}. \] (B.2)

On the other hand, using their Dyson equations (see Appendix A) we can express the Green functions appearing in the current as

\[ \hat{G}^{++}_{RL}(\omega) = \hat{g}^{++}_{RL}(\omega) i\hat{G}_{RR}^a(\omega) + \hat{g}^{+-}_{LL}(\omega) i\hat{G}_{RR}^r(\omega) \]
\[ \hat{G}^{+-}_{RL}(\omega) = \hat{G}_{RR}^r(\omega) \hat{g}^{+-}_{LL}(\omega) + \hat{G}_{RR}^r(\omega) \hat{g}^{++}_{LL}(\omega), \] (B.3)

where as usual \( \hat{g} \) are the (retarded, advanced, etc) Green functions of the uncoupled electrodes, which are given by the expressions (2.16-17). On the other hand, \( \hat{G}^r,^a \) are the retarded and advanced Green functions of the perturbed system.

Introducing these expressions in the equation (B.2) and taking into account the general relation \( \hat{G}^a - \hat{G}^r = \hat{G}^{++} - \hat{G}^{+-} \), we can write the current as

\[ I = \frac{2e}{\hbar} |t|^2 \int_{-\infty}^{\infty} d\omega \left[ \hat{g}^{++}_{LL,11}(\omega) G^{++}_{RL,11}(\omega) - \hat{g}^{+-}_{LL,11}(\omega) G^{+-}_{RL,11}(\omega) \right], \] (B.4)

where let us remember that \( \hat{g}^{++}(\omega) = 2\pi i n_F(\omega) \) and \( \hat{g}^{+-}(\omega) = -2\pi i \hat{\rho}(\omega)[1 - n_F(\omega)] \), where \( \hat{\rho}(\omega) = (1/\pi) \text{Im}[\hat{g}^R(\omega)] \) and \( n_F(\omega) \) is the Fermi function.

What remains is to determine the perturbed Green functions \( \hat{G}^{++} \) and \( \hat{G}^{+-} \). To do this we firstly express them in terms of advanced and retarded functions by means of the relation

\[ \hat{G}^{(++),(+-)}(\omega) = \left( \hat{I} + \hat{G}^r(\omega) \hat{\Sigma}^r(\omega) \right) \hat{g}^{(++),(+-)}(\omega) \left( \hat{I} + \hat{\Sigma}^a(\omega) \hat{G}^a(\omega) \right). \] (B.5)

If we take the (R,R) element in the previous expression we obtain

\[ \hat{G}^{(++),(+-)}_{RR} = \left( \hat{I} + \hat{G}^r_{RL} \right) \hat{g}^{(++),(+-)}_{RR} \left( \hat{I} + \hat{G}^a_{LR} \right) + \hat{G}^r_{RR} \hat{g}^{(+-),(+-)}_{LL} \hat{G}^a_{RR}, \] (B.6)

where we have not explicitly written the argument \( \omega \) to make lighter the notation.

Then, we take the (1,1) Nambu element in the latter expression having in mind that the left electrode is in the normal state, and thus, its Green functions \( \hat{g}_{LL} \) are diagonal. Finally, we substitute in the current expression. Thus, we obtain that the current can be expressed as a sum of five terms: \( I = \sum_{i=1}^{5} I_i \), where
\[ I_1 = \frac{2e}{\hbar} |t|^2 \int_{-\infty}^{\infty} d\omega \left( 1 + G^{+}_{RL,11}t \right) \left( 1 + t^* G_{RL,11}^{a} \right) \left\{ g_{LL,11}^{+}g_{RR,11}^{+} - g_{LL,11}^{=}g_{RR,11}^{-} \right\} \]

\[ I_2 = -\frac{2e^2}{\hbar} |t|^2 \int_{-\infty}^{\infty} d\omega \left( 1 + G^{+}_{RL,11}t \right) G_{RL,21}^{a} \left\{ g_{LL,11}^{+}g_{RR,12}^{=} - g_{LL,11}^{=}g_{RR,12}^{=} \right\} \]

\[ I_3 = -\frac{2e^2}{\hbar} |t|^2 \int_{-\infty}^{\infty} d\omega \ t^* G_{RL,12}^{a} \left( 1 + t^* G_{RL,11}^{a} \right) \left\{ g_{LL,11}^{=}g_{RR,21}^{=} - g_{LL,11}^{=}g_{RR,21}^{=} \right\} \]

\[ I_4 = \frac{2e^2}{\hbar} |t|^2 \int_{-\infty}^{\infty} d\omega G_{RL,12}^{a} G_{RL,21}^{a} \left\{ g_{LL,11}^{=}g_{RR,22}^{=} - g_{LL,11}^{=}g_{RR,22}^{=} \right\} \]

\[ I_5 = \frac{2e^2}{\hbar} |t|^2 \int_{-\infty}^{\infty} d\omega G_{RR,12}^{a} G_{RR,21}^{a} \left\{ g_{LL,11}^{=}g_{LL,22}^{=} - g_{LL,11}^{=}g_{LL,22}^{=} \right\} \quad (B.7) \]

The different perturbed Green functions \( \hat{G}^{r,a} \) which appear in the previous expression can be determined using their Dyson equations:

\[ \hat{G}^{r,a}(\omega) = \hat{g}^{r,a}(\omega) + \hat{g}^{r,a}(\omega) \hat{\Sigma}^{r,a}(\omega) \hat{G}^{r,a}(\omega), \quad (B.8) \]

just taking the corresponding sites and Nambu elements. Moreover, relations like \( G_{AB}^{r}(\omega) = G_{BA}^{r}(\omega) \) can be deduced, and they allows us to simplify the expression of the current and to reduce the number of Green functions to be determined.

In the N-N case, i.e. when the right electrode is in the normal state, only the first term in the current expression survives. Then, the normal current adopts the form

\[ I_{NN} = \frac{2e}{\hbar} |t|^2 \int_{-\infty}^{\infty} d\omega \ |1 + G_{RL,11}^{r}t|^2 \left\{ g_{LL,11}^{=}g_{RR,11}^{=} - g_{LL,11}^{=}g_{RR,11}^{=} \right\}. \quad (B.9) \]

From the Dyson equation (B.8), assuming that the \( R \) electrode is in normal state, one can obtain

\[ G_{RL,11}^{r} = \frac{g_{RR,11}^{=}t^* g_{LL,11}^{r}}{1 - g_{RR,11}^{=}t^* g_{LL,11}^{r}}. \quad (B.10) \]

Finally, we introduce this expression in the current and we express the functions \( g^{(+)},(--) \) in terms of the density of states and Fermi functions of both electrodes. So, we can write the current \( I_{NN} \) as in the scattering formalism

\[ I_{NN} = \frac{2e}{\hbar} \int_{-\infty}^{\infty} T(\omega, V) \left[ n_F(\omega - eV) - n_F(\omega) \right] d\omega, \quad (B.11) \]

where \( T(\omega, V) \) is an energy and voltage dependent transmission coefficient given by

\[ \text{In the following expression we have suppressed the Nambu indexes because we are in the normal case.} \]
\begin{align}
T(\omega, V) &= \frac{4\pi^2|t|^2 \rho_{LL}(\omega - eV) \rho_{RR}(\omega)}{|1 - t^2 g_{LL}(\omega - eV) g_{RR}(\omega)|^2}, \tag{B.12}
\end{align}

where now we have explicitly written the voltage dependence (let us remember that we had taken the right electrode chemical potential as the energy origin).

In principle, this expression is valid for an arbitrary voltage. If the system is in the linear regime we can assume that the density of states is energy independent in an interval around the Fermi level. Thus, in this range the normal Green functions are given by \( g_{LL}^n = g_{RR}^n = i/W \), where \( W \) is an energy scale related to the density of states at the Fermi level; \( \rho(\epsilon_F) = 1/(\pi W) \). So, in the ohmic regime the transmission probability becomes energy independent, adopting the form

\begin{align}
T(\omega, V) &\approx \frac{4t^2/W^2}{(1 + t^2/W^2)^2} \equiv \alpha. \tag{B.13}
\end{align}

The zero temperature normal linear conductance will be given by the expression \( G_{NN} = (2e^2/h)\alpha \), which is nothing but the Landauer formulae for a single channel contact.

If the right electrode \((R)\) is in superconducting state, the current is given by the full equation (B.7). If we assume electron-hole symmetry, the terms \( I_2 \) and \( I_3 \) give the same contribution. On the other hand, \( I_5 \) is just the Andreev term, which we have denoted as \( I_A \) in Chapter 2. Thus, it is easy to realize that the expression (B.7) reduces to the expression (2.26) for the N-S current. In order to calculate this \( I_{NS} \) current one has to determine the different perturbed Green functions by solving the Dyson equations (B.8). Moreover, let us remember that the Green functions of the uncoupled electrodes are given by Eq. (2.16). Thus, after some elementary algebra one may obtain the results that we showed in section 2.3 for the N-S case.
Appendix C

Calculation of the current in a single channel S-S contact

In this appendix we shall describe the algorithm for determining the current in a constant voltage biased single channel S-S contact. We shall start analyzing the general case, then we shall concentrate in several limits, in which analytical results can be obtained, like the large voltage limit, the perfect transmission case and the small bias voltage regime ($eV \ll \Delta$).

C.1 General algorithm

As it was explained in section 2.2, in the case of a S-S contact it is convenient to do a gauge choice in which the voltage appears as a phase factor in the hopping element which connects the electrodes. Thus, we describe a single channel S-S contact by the Hamiltonian

$$\hat{H}(\tau) = \hat{H}_L + \hat{H}_R + \sum_{\sigma} \left( t e^{i\phi(\tau)/2} c_{L\sigma}^\dagger c_{R\sigma} + t^* e^{-i\phi(\tau)/2} c_{R\sigma}^\dagger c_{L\sigma} \right),$$  \hspace{1cm} (C.1)

where $H_{L,R}$ are the BCS Hamiltonians for the isolated electrodes, in the coupling term $L$ and $R$ stand for the outermost sites of each electrode and $\phi(\tau) = \phi_0 + 2eV \tau/\hbar$ is the time dependent superconducting phase.

Within this model the total current through the system evaluated between the electrodes is given by

$$I(\tau) = \frac{ie}{\hbar} \sum_{\sigma} (t e^{i\phi(\tau)/2} < c_{L\sigma}^\dagger(\tau)c_{R\sigma}(\tau) > - t^* e^{-i\phi(\tau)/2} < c_{R\sigma}(\tau)c_{L\sigma}(\tau) >).$$  \hspace{1cm} (C.2)
We write the expectation values appearing in the current in terms of the Keldysh Green functions $\hat{G}^{+-}$ (see section 2.2 for definition), then

$$I(\tau) = \frac{e}{\hbar} \text{Tr} \left[ \hat{\sigma}_z \left( \hat{i}(\tau) \hat{G}^{+-}_{RL}(\tau, \tau) - \hat{G}^{+-}_{LR}(\tau, \tau) \hat{i}(\tau) \right) \right],$$

where $\hat{\sigma}_z$ is the corresponding Pauli matrix, $\text{Tr}$ denotes the trace in the Nambu space and $\hat{i}$ is the time dependent hopping that in the mentioned matrix representation is written as

$$\hat{i} = \begin{pmatrix} te^{i\phi(\tau)/2} & 0 \\ 0 & -t^*e^{-i\phi(\tau)/2} \end{pmatrix}.$$

As we said in section 2.4, we analyze this problem in terms of the renormalized hoppings. So, the following step is to express the current in terms of the dressed hoppings and the Green functions of the uncoupled electrodes. As usual we follow a perturbative scheme in which we consider the coupling term in the Hamiltonian (C.1) as a perturbation. Thus, the self-energies of this problem have the form $\hat{\Sigma}_L^{\alpha} = \hat{\Sigma}_R^{\alpha} = 0$ and $\hat{\Sigma}_L^{\alpha} = (\hat{\Sigma}_R^{\alpha} \gamma) = \hat{i}$. Within this scheme, we make use of the Dyson equations fulfilled by the Green functions appearing in the current to express them as (see Appendix A)

$$\hat{G}^{+-}_{LR}(\tau, \tau) = \int d\tau_1 \left\{ \hat{g}^{++}_{LL}(\tau - \tau_1)\hat{i}(\tau_1)\hat{G}^{\alpha\gamma}_{RR}(\tau_1, \tau) + \hat{g}^{+-}_{LL}(\tau - \tau_1)\hat{i}(\tau_1)\hat{G}^{+-}_{RR}(\tau_1, \tau) \right\},$$

$$\hat{G}^{+-}_{RL}(\tau, \tau) = \int d\tau_1 \left\{ \hat{g}^{\alpha\gamma}_{RR}(\tau, \tau_1)\hat{i}(\tau_1)\hat{g}^{+-}_{LL}(\tau_1 - \tau) + \right.$$ \left.$$ \hat{G}^{+-}_{RR}(\tau, \tau_1)\hat{i}(\tau_1)\hat{g}^{++}_{LL}(\tau_1 - \tau) \right\},$$

where $\hat{g}$ represent the (retarded, advanced, etc) Green functions of the uncoupled electrodes, which are given by the expressions (2.16-17). On the other hand, $\hat{G}^{\alpha\gamma}$ are the retarded and advanced Green functions which verify their own Dyson equations:

$$\hat{G}^{\alpha\gamma}(\tau, \tau') = \hat{g}^{\alpha\gamma}(\tau - \tau') + \int d\tau_1 \hat{g}^{\alpha\gamma}(\tau - \tau_1)\hat{\Sigma}^{\alpha\gamma}(\tau_1)\hat{G}^{\alpha\gamma}(\tau_1, \tau').$$

Next, we define the renormalized hoppings in terms of which we will finally express the current. Such hoppings are defined in terms of the Green functions as

$$\hat{T}^{\alpha\gamma}_{LR}(\tau, \tau') = \hat{i}(\tau)\delta(\tau - \tau') + \hat{i}(\tau)\hat{G}^{\alpha\gamma}_{RR}(\tau, \tau')\hat{i}(\tau')$$

$$\hat{T}^{\alpha\gamma}_{RL}(\tau, \tau') = \hat{i}(\tau)\delta(\tau - \tau') + \hat{i}(\tau)\hat{G}^{\alpha\gamma}_{LR}(\tau, \tau')\hat{i}(\tau').$$
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Taking into account the Dyson equation (C.6) and the definition of the dressed hoppings, it is easy to realize that there exist relations like

\[
\hat{G}_{RR}^{\tau \alpha} \hat{i} = \hat{g}_{RR}^{\tau \alpha} \hat{T}_{RL}^{\tau \alpha} ; \quad \hat{G}_{LL}^{\tau \alpha} \hat{i} = \hat{g}_{LL}^{\tau \alpha} \hat{T}_{LR}^{\tau \alpha} \\
\hat{t} \hat{G}_{RR}^{\tau \alpha} = \hat{T}_{LR}^{\tau \alpha} \hat{g}_{RR}^{\tau \alpha} ; \quad \hat{t} \hat{G}_{LL}^{\tau \alpha} = \hat{T}_{RL}^{\tau \alpha} \hat{g}_{LL}^{\tau \alpha},
\]  

(C.8)

where integration over intermediate arguments is understood, as we will do from now on, except if we say explicitly the contrary.

In order to achieve our aim of expressing the current in terms of the renormalized hoppings, we write the Green function \( \hat{G}_{RR}^{\tau \alpha} \), which appears in Eq. (C.5), in terms of the retarded and advanced Green functions. To do this we make use of the relation

\[
\hat{G}_{RR}^{\tau \alpha} = \left( \hat{i} + \hat{G}_{RL}^{\tau \alpha} \right) \hat{g}_{RR}^{\tau \alpha} \left( \hat{i} + \hat{G}_{LR}^{\tau \alpha} \right) + \hat{G}_{RR}^{\tau \alpha} \hat{t} \hat{g}_{LL}^{\tau \alpha} \hat{T}_{RL}^{\tau \alpha} \hat{G}_{RR}^{\tau \alpha}.
\]  

(C.9)

Now, we introduce this relation in the expression (C.5) and substitute in the current expression. Taking into account the definition of the renormalized hoppings and the relations of Eq. (C.8), it is easy to check that the current can be written as follows

\[
J(\tau) = \frac{e}{\hbar} \text{Tr} \left[ \hat{a}_2 \left( \hat{T}_{LR}^{\tau \alpha} \hat{g}_{RR}^{\tau \alpha} \hat{T}_{RL}^{\tau \alpha} \hat{g}_{LL}^{\tau \alpha} - \hat{g}_{LR}^{\tau \alpha} \hat{T}_{LR}^{\tau \alpha} \hat{g}_{RR}^{\tau \alpha} \hat{T}_{RL}^{\tau \alpha} \hat{g}_{LL}^{\tau \alpha} \right) \\
+ \hat{g}_{RR}^{\tau \alpha} \hat{T}_{RL}^{\tau \alpha} \hat{g}_{LL}^{\tau \alpha} \hat{T}_{LR}^{\tau \alpha} - \hat{T}_{RL}^{\tau \alpha} \hat{g}_{LL}^{\tau \alpha} \hat{T}_{LR}^{\tau \alpha} \hat{g}_{RR}^{\tau \alpha} \right],
\]  

(C.10)

where again there is an implicit integration over intermediate temporal arguments.

Once we have expressed the current in terms of the dressed hoppings, it only remains to determine them. It is easy to realize that these hoppings verify their own Dyson equations. If we introduce the Green functions Dyson equation in the definition of the renormalized hoppings and make use of relations (C.8), we arrive at the following Dyson equation

\[
\hat{T}_{LR}^{\alpha \tau}(\tau, \tau') = \hat{t}(\tau) \delta(\tau - \tau') + \\
\int d\tau_1 d\tau_2 \hat{t}(\tau) \hat{g}_{RR}^{\alpha \tau}(\tau - \tau_1) \hat{g}_{LL}^{\alpha \tau}(\tau_1 - \tau_2) \hat{T}_{LR}^{\alpha \tau}(\tau_2, \tau')
\]

\[
\hat{T}_{RL}^{\alpha \tau}(\tau, \tau') = \hat{t}(\tau) \delta(\tau - \tau') + \\
\int d\tau_1 d\tau_2 \hat{t}(\tau) \hat{g}_{LL}^{\alpha \tau}(\tau - \tau_1) \hat{g}_{RR}^{\alpha \tau}(\tau_1 - \tau_2) \hat{T}_{RL}^{\alpha \tau}(\tau_2, \tau'),
\]  

(C.11)

where we have explicitly written the time integration for the sake of clarity.

As usual, in order to solve these equations is more convenient to pass to the frequency space where they become algebraic equations. Thus, we Fourier transform the hoppings with respect to the temporal arguments.
\[ T(\tau, \tau') = \frac{1}{2\pi} \int d\omega \int d\omega' e^{-i\omega\tau} e^{i\omega'\tau'} \hat{T}(\omega, \omega'). \]  

Indeed, both frequencies are not independent. It is easy to convince oneself that the renormalized hoppings admit a Fourier expansion of the form

\[ \hat{T}(\tau, \tau') = \frac{1}{2\pi} \sum_n e^{i\phi(n)} e^{i\omega(n)\tau} \hat{T}(\omega, \omega + n\omega_0/2), \]

where \( \omega_0 = 2eV/h \) and \( \phi(n) \) is the time-dependent superconducting phase difference. One can see that this is true by checking that the Dyson equations (C.11) admit solutions of the previous form.

Taking into account the latter expression one can write the current as

\[ I(\tau) = \sum_{m=-\infty}^{\infty} I_m e^{im\phi(\tau)}, \]

where the different Fourier current components can be expressed in terms of the Fourier components of the dressed hoppings \( \hat{T}_{nn}(\omega) \equiv \hat{T}(\omega + n\omega_0/2, \omega + m\omega_0/2) \) as follows

\[ I_m = \frac{e}{\hbar} \int d\omega \sum_n \text{Tr} \left[ \hat{\sigma}_z \left( \hat{T}_{LL,0n}^{\sigma_0} \hat{g}_{RR,nn}^{\sigma_+} \hat{T}_{RL,nn}^a \hat{g}_{LL,mm}^a - \hat{g}_{RL,0n}^{\sigma_0} \hat{T}_{RR,nn}^a \hat{T}_{RL,nn}^{\sigma_+} \right) \right]. \]

Using the Dyson equations of the renormalized hoppings it can be shown that the general relation \( \hat{T}_{RL,nm}^{\sigma_0} \hat{g}_{LL,nn}^a = \hat{T}_{RR,nn}^a \hat{T}_{RL,nn}^{\sigma_+} \hat{T}_{RL,nn}^{\sigma_0} \hat{g}_{RR,mm} \) holds. Thus, we can express the current only in terms of the hoppings \( \hat{T}_{RL,nn}^{\sigma_0} \). In order to simplify the notation we denote these latter hoppings as \( \hat{T}_{nm}^{\sigma_0} \). So, we can write the current components for a symmetric junction as

\[ I_m = \frac{e}{\hbar} \int d\omega \sum_n \text{Tr} \left[ \hat{\sigma}_z \left( \hat{T}_{0n}^{\sigma_0} \hat{g}_{nn}^a \hat{T}_{mn}^{\sigma_+} \hat{T}_m^a - \hat{g}_{0n}^{\sigma_0} \hat{T}_{0n}^{\sigma_+} \hat{T}_{mn}^a \right) \right], \]

where we have got rid of the site indexes \( L \) and \( R \) in the Green functions of the uncoupled electrodes because we shall only deal with a symmetric junction.

Now, we have reduced the problem of the current calculation to the evaluation of the hopping Fourier components, \( \hat{T}_{nm}(\omega) \). As it can be seen from de Dyson equations (C.11), these components fulfill the following set of algebraic linear equations.
\begin{equation}
\hat{T}_{nm} = \hat{t}_{nm} + \hat{\varepsilon}_n \hat{T}_{nm} + \hat{\nabla}_{n,n-2} \hat{T}_{n-2,m} + \hat{\nabla}_{n,n+2} \hat{T}_{n+2,m},
\end{equation}
where the matrix coefficients $\hat{\varepsilon}_n$ and $\hat{\nabla}_{nm}$ can be expressed in terms of the Green functions of the uncoupled electrodes, given by Eq. (2.16), as

$$
\hat{\varepsilon}_n = \Delta^2 \begin{pmatrix}
    g_{n+1} & g_{n+1} f_n \\
    g_{n-1} f_n & g_{n-1} g_n
\end{pmatrix},
\quad
\hat{\nabla}_{n,n+2} = -\Delta^2 f_{n+1} \begin{pmatrix}
    f_{n+1} & g_{n+2} \\
    0 & 0
\end{pmatrix},
\quad
\hat{\nabla}_{n,n-2} = -\Delta^2 f_{n-1} \begin{pmatrix}
    0 & 0 \\
    g_{n-2} f_{n-2}
\end{pmatrix},
$$

where we have used the notation $g(\omega) \equiv g_{11}(\omega) = g_{22}(\omega)$ and $f(\omega) \equiv g_{12}(\omega) = g_{21}(\omega)$, due to the electron-hole symmetry. Moreover, in the above equations the shorthand notation $g_n = g(\omega + n \omega_0 / 2)$ has been used.

As commented in section 2.4, the linear equations (C.17) are analogous to those describing a tight-binding chain with nearest-neighbor hopping parameters $\hat{\nabla}_{n,n+2}$ and $\hat{\nabla}_{n,n-2}$. A solution can then be obtained by standard recursive techniques. It is straightforward to show that the following recursive relations between the coefficients $\hat{T}_{nm}$ hold:

$$
\hat{T}_{n+2,m} = \hat{z}^+ [\omega + (n-1) \omega_0] \hat{T}_{nm}, \quad n \geq 1
\quad
\hat{T}_{n-2,m} = \hat{z}^- [\omega + (n+1) \omega_0] \hat{T}_{nm}, \quad n \leq -1,
$$

where the transfer matrix $\hat{z}^\pm(\omega)$ satisfies the equation

$$
\hat{z}^\pm(\omega) = \left[ \hat{I} - \hat{\varepsilon} \pm 3 - \hat{\nabla}_{\pm 3, \pm 5} \hat{z}^\pm(\omega \pm \omega_0) \right]^{-1}.
$$

One can see from the previous equation that $\hat{z}^+ (\omega)$ and $\hat{z}^- (\omega)$ are related by $\hat{z}^- (\omega, V) = \hat{\sigma}_x \hat{z}^+(\omega, -V) \hat{\sigma}_x$, where $\hat{\sigma}_x$ is the corresponding Pauli matrix.

By virtue of the relation $\hat{T}_{nm}(\omega) = \hat{T}_{n-m,0}(\omega + m \omega_0 / 2)$, one can write the current components given by Eq. (C.16) in terms of $\hat{T}_{n,0}(\omega) \equiv \hat{T}_n$. Using recursive relation (C.19) the calculation of the components $\hat{T}_n$ can be reduced to a closed system for the coefficients $\hat{T}_1$ and $\hat{T}_{-1}:

$$
\begin{align*}
[\hat{I} - \hat{\varepsilon}_1 - \hat{\nabla}_{13} \hat{z}^+ (\omega)] \hat{T}_1 & = \hat{t}_{10} + \hat{\nabla}_{1, -1} \hat{T}_{-1} \\
[\hat{I} - \hat{\varepsilon}_{-1} - \hat{\nabla}_{-1, -3} \hat{z}^- (\omega)] \hat{T}_{-1} & = \hat{t}_{-10} + \hat{\nabla}_{-1, 1} \hat{T}_1.
\end{align*}
$$
The remaining task is the calculation of the transfer matrix \( \hat{\tilde{z}}^+(\omega) \). It can be shown that the solution of Eq. (C.20) is a diagonal matrix whose elements can be expressed in terms of a scalar function \( \lambda^+(\omega) \)

\[
\hat{\tilde{z}}^+(\omega) = -t^2 \begin{pmatrix} f_2 f_3 \frac{\delta_0}{\lambda_0} \delta_1 & 0 \\ f_1 f_2 \frac{\delta_0}{\lambda_0} \delta_1 & f_1 f_2 \frac{\delta_0}{\lambda_0} \delta_1 \end{pmatrix},
\]

where \( \lambda_n^+ = \lambda^+(\omega + n \omega_0 / 2) \) and \( \delta_n^+ = (\lambda_n^+ - g_{n+2}) / t^2 f_{n+2}^2 \). The function \( \lambda^+(\omega) \) satisfies the following equation

\[
\lambda_0^+ = g_2 + (t^2 / W^2) \lambda_1^+ + t^2 g_2 \lambda_0^+ \lambda_1^+.
\]

In principle, this expression gives rise to an infinite quadratic system, which will be truncated depending on the voltage and transmission. For arbitrary bias voltage, this system can only be solved numerically. However, as we will show below, it is possible to obtain analytical solutions in special cases like \( \omega_0 \to 0, \omega_0 \to \infty \) and the perfect transmission case.

Once \( \hat{\tilde{z}}^+(\omega) \) has been determined one can calculate the coefficients \( \hat{T}_1 \) and \( \hat{T}_{-1} \) from Eq. (C.21)

\[
\hat{T}_1 = \frac{-t}{1 - t^2 \lambda_0^- \lambda_1^-} \begin{pmatrix} t^4 f_0 f_1 \delta_0^- \delta_1^- & t^2 f_1 \delta_1^- \\ t^2 f_0 \delta_2^- & 1 \end{pmatrix},
\]

\[
\hat{T}_{-1}(\omega, V) = -\hat{\sigma}_x \hat{T}_1(\omega, -V) \hat{\sigma}_x,
\]

where \( \lambda_0^- (\omega, V) = \lambda_0^+(\omega, -V) \) and \( \delta_0^- (\omega, V) = \delta_0^+ (\omega, -V) \). The rest of the coefficients \( \hat{T}_n \) can be calculated from Eqs. (C.19):

\[
\hat{T}_{2n+1} = \prod_{i=1}^{n} \hat{\tilde{z}}^+(\omega + (i - 1) \omega_0) \hat{T}_1, \quad n > 0
\]

\[
\hat{T}_{-n} = -\hat{\sigma}_x \hat{T}_n(\omega, -V) \hat{\sigma}_x, \quad n > 0.
\]

We finish the discussion about the general algorithm dividing the current into its dissipative, \( I_D \), and nondissipative part, \( I_S \),

\[
I_D(\tau) = I_0 + \sum_{m > 0} \left\{ I_m^D \cos m \phi(\tau) \right\}
\]

\[
I_S(\tau) = \sum_{m > 0} \left\{ I_m^S \sin m \phi(\tau) \right\},
\]
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where \( I_0 \) is the dc component, \( I_m^D \equiv I_m^L + I_m^R \) are the dissipative components and
\( I_m^S \equiv i(I_m^L - I_m^R) \) are the nondissipative components.

In the case of a symmetric junction it can be shown that the relation \( \hat{T}_{L,R,nm} = -\hat{\sigma}_x \hat{T}_{m-n}^a(\omega + n\omega_0)\hat{\sigma}_x \) holds, where we have used the new notation in the right hand side of the equation. This expression permits us, after some algebra, to write the current components as

\[
I_0 = -\frac{4e}{\hbar} \int_{-\infty}^{\infty} d\omega \sum_{n=odd} \Re \left\{ \text{Tr} \left( \hat{\sigma}_z \hat{T}_n^{a\dagger}(\omega) \hat{g}_n^+ - \hat{T}_n^a(\omega) \hat{g}_0^a \right) \right\} \tag{C.28}
\]

\[
I_m^D = -\frac{4e}{\hbar} \int_{-\infty}^{\infty} d\omega \sum_{n=odd} \Re \left\{ \text{Tr} \left( \hat{\sigma}_z \left[ \hat{T}_{n+m}^{a\dagger}(\omega - m\omega_0/2) + \hat{T}_{n-m}^{a\dagger}(\omega + m\omega_0/2) \right] \hat{g}_n^+ - \hat{T}_n^a(\omega) \hat{g}_0^a \right) \right\} \tag{C.29}
\]

\[
I_m^S = \frac{4e}{\hbar} \int_{-\infty}^{\infty} d\omega \sum_{n=odd} \Im \left\{ \text{Tr} \left( \hat{\sigma}_z \left[ \hat{T}_{n+m}^{a\dagger}(\omega - m\omega_0/2) - \hat{T}_{n-m}^{a\dagger}(\omega + m\omega_0/2) \right] \hat{g}_n^+ - \hat{T}_n^a(\omega) \hat{g}_0^a \right) \right\}. \tag{C.30}
\]

So far, we have describe the general algorithm. In the next sections we shall concentrate in some limiting cases where analytical results can be obtained.

C.2 Excess current

In this section we give the details on the evaluation of the excess current in a S-S junction. In the limit \( eV/\Delta \to \infty \) only the dc current component \( I_0 \) survives. The infinite summation over \( n \) in Eq. (C.28) can be truncated in this case neglecting the \( |n| > 1 \) terms. This is justified as the product \( f_n f_{n+1} \) are negligible in this limit leading to a vanishing transfer matrix \( \hat{\epsilon}_\pm(\omega) \). Physically, this is equivalent to neglecting multiple Andreev processes for \( eV/\Delta \gg 1 \). Then, Eq. (C.28) reduces to

\[
I_0 = -\frac{4e}{\hbar} \int_{-\infty}^{\infty} d\omega \sum_{n=-1,1} \Re \left\{ \text{Tr} \left( \hat{\sigma}_z \hat{T}_n^{a\dagger}(\omega) \hat{g}_n^+ - \hat{T}_n^a(\omega) \hat{g}_0^a \right) \right\} \tag{C.31}
\]

where now

\[
\hat{T}_1 \sim \frac{-t}{1 - t^2 \lambda_1^2 \lambda_1^2} \begin{pmatrix} 0 & t^2 f_0 \delta_2 \\ t^2 f_0 \delta_2 & 1 \end{pmatrix},
\]

\[
\hat{T}_{-1}(\omega, V) = -\hat{\sigma}_x \hat{T}_1(\omega, -V) \hat{\sigma}_x.
\]
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On the other hand, when neglecting contributions of order $\Delta/eV$ Eq. (C.23) simply yields $\lambda_n^+ \sim (g_{n+2} + it^2/W^3)/(1 - it^2 g_{n+2}/W)$. Carrying this solution to the current and after some trivial algebra, we obtain the results $I_{\text{exc}}^{SS} = 2I_{\text{exc}}^{NS}$ for the excess current at zero temperature and any value of the transmission coefficient.

C.3 Dc current for $\alpha = 1$

This section is devoted to the analysis of the dc current in the perfect transmission case, whose results were commented in section 2.4.1.

The case $\alpha = 1$ is reached when the condition $l = W$ (see Eq. (2.25)) takes place. This implies that Eq. (C.23) admits a simple solution: $\lambda_n = i/t$ (we refer to the advanced parameter). This solution makes that the transfer matrix $\tilde{\varepsilon}^+(\omega)$ adopts a very simple form:

$$\tilde{\varepsilon}^+(\omega) = \begin{pmatrix} a_2 a_3 & 0 \\ 0 & a_1 a_2 \end{pmatrix},$$  (C.32)

where $a(\omega)$ is the probability amplitude of an Andreev reflection in a N-S interface with perfect transmission and it is given by $a \equiv (i - g^0)/f^n$, what yields an energy dependence given by Eq. (2.48). Moreover, we have used the shorthand notation $a_n = a(\omega + n eV)$.

On the other hand, the hopping Fourier components adopt the expressions

$$\tilde{T}_1^n = -\frac{t}{2} \begin{pmatrix} a_0 & a_1 \\ a_0 & 1 \end{pmatrix},$$

$$\tilde{T}_{2n+1}^n = -\frac{t}{2} \prod_{i=1}^{2n} a_i \begin{pmatrix} a_0 & a_{2n+1} \\ a_0 & 1 \end{pmatrix}, \quad n > 0.$$  (C.33)

If we introduce these expressions in Eq. (C.28) for the dc current, we obtain the expression (2.47) after elementary algebra.

One of the main features of the dc current at perfect transmission is its saturation at zero voltage. In order to obtain the saturation value is convenient to regroup the series appearing in Eq. (2.47) to write the dc current as follows

$$I_0 = \frac{2e}{h} \int_{-\infty}^{\infty} d\omega \sum_{n=-\infty}^{\infty} R_n(\omega) \left\{ n_F(\omega + (n - 1/2)eV) - n_F(\omega + (n + 1/2)eV) \right\},$$  (C.34)

where $n_F$ is the Fermi function and $R_n$ is the probability of a multiple Andreev reflection for perfect transmission given by $R_n = \prod_{i=1}^{n} |a_{i-1/2}|^2$ for $n > 0$, $R_0 = 1$. 
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and $R_n = \prod_{i=1}^{n} |a_{-i+1/2}|^2$ con $n > 0$. When the bias voltage tends to zero at zero temperature, the integrand in the previous expression tends to one inside the gap and zero outside. This is just a consequence of having a probability equal to one inside the gap for the multiple Andreev reflections. Then, the saturation value of the dc current at zero voltage is $I_0 = (4e/h)\Delta$.

C.4 Small bias voltage limit

In this section we give the main steps in the analytical calculation of the current components in the limit $eV/\Delta \to 0$, commented in section 2.4.3.

C.4.1 Linear regime ($\eta \gg eV$)

Let us start analyzing the linear regime case which takes place when the relaxation energy $\eta$ is greater than the voltage. In this case $\eta$ becomes the natural cut-off of the Andreev reflections, giving rise to a linear regime which we are going to study now.

The small voltage response can be straightforwardly derived from Eqs. (C.28-30) by expanding the Fermi functions appearing in $\hat{g}^{++}$ up to first order in $eV$: $n_F(\omega + n\omega_0/2) \sim n_F(\omega) - (\beta/8)n\omega_0\text{sech}^2(\beta\omega/2)$, where $\beta$ is the inverse of the temperature, and evaluating the rest of these expressions at $eV = 0$. The current components can be written as

$$I_0 = \frac{2e^2}{h} \beta V \int_{-\infty}^{\infty} d\omega \text{ sech}^2\left(\frac{\beta\omega}{2}\right) \sum_{n=\text{odd}>0} n \text{ Re} \left\{ \text{Tr} \left( \hat{\sigma}_z \hat{T}_n^{\alpha\dagger} (\hat{g}_0^\alpha - \hat{g}_0^{\dagger\alpha}) \hat{T}_n^{\alpha\dagger} \hat{g}_0^{\dagger\alpha} \right) \right\}$$

$$I_m^D = \frac{2e^2}{h} \beta V \int_{-\infty}^{\infty} d\omega \text{ sech}^2\left(\frac{\beta\omega}{2}\right) \sum_{n=\text{odd}>0} n \text{ Re} \left\{ \text{Tr} \left( \hat{\sigma}_z \left[ \hat{T}_{n+m}^{\alpha\dagger} + \hat{T}_{n-m}^{\alpha\dagger} \right] (\hat{g}_0^\alpha - \hat{g}_0^{\dagger\alpha}) \hat{T}_n^{\alpha\dagger} \hat{g}_0^{\dagger\alpha} \right) \right\}$$

$$I_m^S = \frac{8e}{h} \int_{-\infty}^{\infty} d\omega n_F(\omega) \sum_{n=\text{odd}>0} \text{ Im} \left\{ \text{Tr} \left( \hat{\sigma}_z \left[ \hat{T}_{n+m}^{\alpha\dagger} - \hat{T}_{n-m}^{\alpha\dagger} \right] (\hat{g}_0^\alpha - \hat{g}_0^{\dagger\alpha}) \hat{T}_n^{\alpha\dagger} \hat{g}_0^{\dagger\alpha} \right) \right\}.$$  

Thus, the dissipative contribution, $I_D$, goes to zero as $I_D(\phi) \sim G(\phi)V$, $G(\phi)$ being the phase-dependent linear conductance, while the supercurrent part $I_S(\phi)$, tends to a finite value at $V = 0$.

In the zero-voltage limit the coefficients $\hat{T}_n$ adopt a simple form. The transfer matrix $\hat{\xi}^\pm(\omega)$ becomes a scalar function: $\hat{\xi}^+(\omega) = \hat{\xi}^-(\omega) \equiv \xi(\omega)\hat{I}$; with $\xi(\omega) = -t^2 f\delta^2/\lambda^2$, where $\lambda^+(\omega) = \lambda^-(\omega) \equiv \lambda(\omega)$ satisfies the simple quadratic equation.
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\[ t^2 g(\omega) \lambda^2(\omega) - \left(1 - \frac{t^2}{W^2}\right) \lambda(\omega) + g(\omega) = 0. \]  

(C.38)

The physical solution of this equation for \( \eta = 0 \) is \(^1\)

\[ \lambda = \frac{e^{i\varphi_\lambda(\omega)}}{t}, \quad \Delta \sqrt{1 - \alpha} \leq |\omega| \leq \Delta, \]  

(C.39)

where

\[ \varphi_\lambda(\omega) = \arcsin \left(\frac{1}{\sqrt{\alpha|\omega|}} \sqrt{\omega^2 - (1 - \alpha)\Delta^2}\right). \]  

(C.40)

As we see \( \lambda \) is just a phase factor in the indicated energy range. Due to this fact, this range will be the most important one in this problem because, as we will show below, in this interval the Andreev bound states move giving the most important contribution to the current in the weakly damped regime.

Finally, the coefficients \( \hat{T}_n \) adopt the form

\[ \hat{T}_1(\omega) = \frac{-t}{1 - t^2 \lambda^2} \begin{pmatrix} t^4 f^2 \delta^2 & t^2 f \delta \\ t^2 f \delta & 1 \end{pmatrix} \]  

(C.41)

\[ \hat{T}_{2n+1}(\omega) = z^n(\omega) \hat{T}_1(\omega), \quad n \geq 0. \]  

(C.42)

Due to these simple recursive relations, the series appearing in the current components become geometrical series, which can be summed up without difficulty. In the weakly damped case, \( \eta / \alpha \Delta \ll 1 \), these summations lead to analytical expressions for the dissipative and nondissipative parts of the current. By solving Eq. (C.38) up to corrections of order \( \eta / \alpha \Delta \) one obtains

\[ z(\omega) = e^{i\varphi(\omega)} - \frac{4\omega \eta}{\alpha \Delta^2} \left[i + \cotg(\varphi(\omega))\right], \quad \Delta \sqrt{1 - \alpha} \leq |\omega| \leq \Delta, \]  

(C.43)

where

\[ \varphi(\omega) = \arcsin \left(\frac{2}{\alpha \Delta^2} \sqrt{\Delta^2 - \omega^2} \sqrt{\omega^2 - (1 - \alpha)\Delta^2}\right). \]  

(C.44)

The summation of the geometrical series appearing in the current components yields

---

\(^1\)This solution refers to the advanced parameter, i.e. considering that the Green functions appearing in Eq. (C.38) are advanced. Let us recall that we are expressing the current in terms of advanced hoppings.
\[ I_0 = \frac{2e^2}{\hbar} \beta V \int_{-\infty}^{\infty} d\omega \ \text{sech}^2 \left( \frac{\beta \omega}{2} \right) \text{Re} \left\{ A(\omega) \right\} \frac{1 + |z|^2}{(1 - |z|^2)^2} \]  

(C.45)

\[ I_D^m = \frac{2e^2}{h} \beta V \int_{-\infty}^{\infty} d\omega \ \text{sech}^2 \left( \frac{\beta \omega}{2} \right) \text{Re} \left\{ A(\omega) \left[ (z^m + (z^*)m) \frac{1 + |z|^2}{(1 - |z|^2)^2} + \frac{2mz^m}{1 - |z|^2} \right] \right\} \]  

(C.46)

\[ I_S^m = \frac{8e}{h} \int_{-\infty}^{\infty} d\omega \ n_F(\omega) \text{Im} \left\{ A(\omega) \frac{(z^*)m - z^m}{1 - |z|^2} \right\} , \]  

(C.47)

where \( A(\omega) \equiv \text{Tr} \left[ \hat{\sigma} \hat{T}_1 \hat{g} \left( \hat{g}^a - \hat{g}^a \right) \hat{g}^b \right] \). This expression is valid for arbitrary \( \eta \) within the linear regime and allows us to identify the two subregimes we spoke about in section 2.4.3. It can be noticed that in the weakly damped limit (\( \eta \ll \alpha \Delta \)) the integrands in the previous expressions go like \( 1/\eta \) and the energy interval \( \Delta \sqrt{1 - \alpha} \leq |\omega| \leq \Delta \) gives the main contribution to the current. On the other hand, in the strongly damped case (\( \eta \gg \alpha \Delta \)) an important contribution to the current comes from the continuous band. This is illustrated in Fig. 2.15 where the current density for the dc component is shown for different values of \( \eta \).

Finally, we sum up all the current components to obtain the total contribution to the dissipative and nondissipative parts. When carrying out these sums, the current densities become singular at the condition \( \varphi(\omega) = \phi \). This condition is satisfied for \( \omega = \omega_s = \pm \Delta \sqrt{1 - \alpha \sin^2(\phi/2)} \), i.e. at the Andreev bound state energy levels. In the weakly damped regime these sums lead us to

\[ I_D(\phi) = \frac{e^2}{8} \alpha^2 \Delta^4 \beta V \int_{-\infty}^{\infty} d\omega \ \text{sech}^2 \left( \frac{\beta \omega}{2} \right) \frac{\sin^2 \varphi(\omega)}{\omega} \times \]  

\[ \text{Im} \left\{ \frac{1}{(\omega - |\omega_s| - i\eta)(\omega + |\omega_s| - i\eta)} \right\} \]  

(C.48)

\[ I_S(\phi) = -\frac{2e}{h} \alpha \Delta^2 \sin \phi \int_{-\infty}^{\infty} d\omega \ n_F(\omega) \text{Im} \left\{ \frac{1}{(\omega - |\omega_s| - i\eta)(\omega + |\omega_s| - i\eta)} \right\} . \]  

(C.49)

All the contributions to the current come from the poles at the Andreev bound states, what makes the evaluation of these integrals quite simple. Eqs. (C.48-49) yield the expressions (2.55-56) for the supercurrent and phase-dependent linear conductance.
C.4.2 Nonlinear regime \((\eta \ll eV)\)

When \(\eta < eV\) there is no linear regime. In this subsection we give technical details about this case which has been analyzed by Averin and Bardas [130].

First, making use of the relation \(\hat{T}_{-n}(\omega, V) = -\hat{\sigma}_x \hat{T}_n(\omega, -V) \hat{\sigma}_x\), we can rewrite the current components (Eqs. (C28-30)) as

\[
I_0 = \frac{4e}{\hbar} \int_{-\infty}^{\infty} d\omega \tanh \left( \frac{\beta \omega}{2} \right) \sum_{n=\text{odd}>0} \text{Re} \left\{ \text{Tr} \left( \hat{\sigma}_z \hat{T}_{n+1}^\dagger(\omega - n\omega_0/2) (\hat{g}_0^a - \hat{g}_0^r) \times \hat{T}_n(\omega - n\omega_0/2) \hat{g}_n^a \right) \right\}
\]

\[
I_m^D = \frac{4e}{\hbar} \int_{-\infty}^{\infty} d\omega \tanh \left( \frac{\beta \omega}{2} \right) \sum_{n=\text{odd}>0} \text{Re} \left\{ \text{Tr} \left( \hat{\sigma}_z \times \left[ \hat{T}_{n+m}^\dagger(\omega - n\omega_0/2) + \hat{T}_{n-m}^\dagger(\omega - n\omega_0/2) \right] (\hat{g}_0^a - \hat{g}_0^r) \hat{T}_n^a(\omega - n\omega_0/2) \hat{g}_n^a \right) \right\}
\]

\[
I_m^S = -\frac{4e}{\hbar} \int_{-\infty}^{\infty} d\omega \tanh \left( \frac{\beta \omega}{2} \right) \sum_{n=\text{odd}>0} \text{Im} \left\{ \text{Tr} \left( \hat{\sigma}_z \times \left[ \hat{T}_{n+m}^\dagger(\omega - n\omega_0/2) - \hat{T}_{n-m}^\dagger(\omega - n\omega_0/2) \right] (\hat{g}_0^a - \hat{g}_0^r) \hat{T}_n^a(\omega - n\omega_0/2) \hat{g}_n^a \right) \right\}
\]. (C50)

In the limit \(eV \to 0\) the solution of Eq. (C23) is \(\lambda_n^+ = \lambda + (n+2)\omega_0/2\), where \(\lambda(\omega)\) satisfies the quadratic equation (C38). The coefficients \(T_n\) \((n > 0)\) can then generated starting from \(\hat{T}_1\) and using the transfer matrix \(\hat{\epsilon}^+(\omega)\). These quantities are obtained from Eqs. (C22) and (C24) making use of the \(eV \to 0\) solution for \(\lambda_n^+\).

For the nonlinear regime analytical results can only be obtained for perfect transmission. In this case, as it was shown above, we have \(\lambda_n^+ = i/t\), what yields the expression (C33) for the hopping components. As discussed in Ref. [130], when written as in Eq. (C50), the main contribution to the current in this limit comes from a small energy range around the gap edges. Moreover, one can see that when \(eV \to 0\) the nondissipative components vanish, while the nondissipative ones tend to finite values. Evaluation of the integrals appearing in Eq. (C50) leads to expression (2.57) for the total dissipative current \(I_D\).
Appendix D

Josephson current and microwave radiation: Detection of the Andreev bound states

As discussed in Chapter 2, the Andreev states play a central role in the adiabatic dynamics of an SQPC at low bias voltage. From the theoretical point of view nobody doubts about their existence, however there is no yet a direct experimental evidence of it. The aim of this appendix is to propose a method for the direct detection of the Andreev states in a Josephson junction at zero bias voltage. Considering that the typical subgap energies are in the microwave range, it seems natural to propose using microwave radiation for a direct detection of these bound states. This possibility has been suggested in a previous work by us [280] and in Ref. [281].

In order to analyze the effect of a microwave radiation on the dc Josephson current we shall study the single channel model introduced in section 2.2. We shall describe the laser field by a classic vector potential $\vec{A}(\vec{r},\tau) = \vec{A}_0(\vec{r}) \cos(\omega_\ell \tau)$, which means neglecting quantum fluctuations in the photon field. The precise distribution of the electromagnetic field around the junction interface is dependent on materials and geometry, and its direct calculation is a complicated problem. However, for a wide range of frequencies we may assume that the field intensity is maximum in the interface region and we can neglect the effect of the field penetrating inside the electrodes.

In the presence of a laser field the Hamiltonian (2.8) for a single channel Josephson junction is modified by an extra contribution given by

$$\delta \hat{H} = -\frac{1}{c} \int d^3 r \vec{J}(\vec{r}) \cdot \delta \vec{A}(\vec{r})$$  \hspace{1cm} (D.1)

where $\vec{J}(\vec{r})$ is the current density in the junction.
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Within the previous assumptions the field can be introduced as a phase factor modulating the hopping which connects the electrodes in Hamiltonian (2.8) as follows [128]

\[ t(\tau) = t e^{i(\phi_0 + \alpha_0 \cos \omega_r \tau)} \]  

(D.2)

where \( \phi_0 \) is the superconducting phase difference across the junction, \( \omega_r \) is the microwave frequency and \( \alpha_0 = eV_{\text{opt}}/(\hbar \omega_r) \), \( V_{\text{opt}} \) being the optical voltage induced by the field across the constriction. The parameter \( \alpha_0 \) measures the strength of the coupling with the external field.

![Graph showing induced dc current in a SQPC under microwave radiation for different normal transmissions in the limit of weak coupling (\( \alpha_0 = 0.1 \)).](image)

Figure D.1: Induced dc current in a SQPC under microwave radiation for different normal transmissions in the limit of weak coupling (\( \alpha_0 = 0.1 \)).

The time-dependent hopping can be expanded as

\[ t(\tau) = t \sum_n i^n J_n(\alpha_0) e^{i n \omega_r \tau} \]  

(D.3)

where \( J_n \) is the \( n \)-order Bessel function. For small coupling one can keep the lowest order terms in Eq. (D.3) and obtain some analytical results [280]. In the general case, the model Hamiltonian can be viewed, according to Eq. (D.3), as a superposition of
processes where an arbitrary number of energy quanta $\hbar \omega_r$ are absorbed or emitted. As the temporal dependence of each term in Eq. (D.3) is formally equivalent to that in the constant voltage case, the generalization of the algorithm discussed in Chapter 2 to the present case is straightforward.

![Graph showing $I_0/(e\Delta/\hbar)$ vs $\hbar \omega_r/2\Delta$ for $\alpha_0 = 0.4$.]

Figure D.2: The same as in Fig. D.1 for $\alpha_0 = 0.4$.

Fig. D.1 shows the induced dc current\(^1\) as a function of the microwave frequency for the case of low coupling constant ($\alpha_0 = 0.1$). All the results correspond to the situation in which the contact is carrying the maximum supercurrent. In this weak coupling limit the induced current is mainly due to the excitation from the lower to the upper Andreev state, which carries a negative current, i.e. opposite to the supercurrent. As a consequence the induced current exhibits a maximum for the resonant condition $\omega_r = 2\epsilon(\phi)$, where $\epsilon(\phi) = \Delta \sqrt{1 - T \sin^2(\phi/2)}$ is the position of the Andreev state inside the gap. For low transmission this feature becomes the Riedel peak at $\omega_r = 2\Delta$ [20]. At resonances, the induced current can be of the same order as the critical supercurrent. One can also notice a second satellite peak around $\epsilon(\phi)$ associated with two-photon processes and a continuous band above $\Delta + \epsilon(\phi)$.

When the coupling constant $\alpha_0$ increases the contribution of higher order processes becomes progressively more important, as illustrated in Figs. D.2 and D.3, giving rise to a greater number of resonances in the region $\omega_r < 2\Delta$. Finally, for

---

1 The induced dc current is defined as $I_0(\phi, \omega_0) \equiv I_S(\phi) - I(\phi, \omega_0)$, where $I_S(\phi)$ is the supercurrent without radiation and $I(\phi, \omega_0)$ is the total dc current in the presence of the laser radiation.
$\alpha_{0} > 1$ the resonant condition for the excitation of the upper Andreev state can no longer be resolved.

Figure D.3: The same as in Fig. D.1 for $\alpha_{0} = 0.8$.

Finally, we have shown in this appendix that the analysis of the dc Josephson current under a non very high microwave radiation ($\alpha_{0} \sim 0.1 - 0.5$) would allow to reveal the Andreev bound states responsible of the supercurrent.
Appendix E

Current in an atomic contact

This appendix is devoted to the analysis of several technical issues related to the calculation of the current and transmission in a metallic atomic-size contact. In section E.1 we shall deduce the current expression in these systems, and in section E.2 we shall analyze the problem of why the fourth channel in the $sp$-like metals is closed.

E.1 Expression of the current through an atomic contact

First, we face the problem of the calculation of the elastic current in an atomic contact with arbitrary geometry in terms of its microscopic parameters.

Let us consider an atomic contact with arbitrary geometry like the one depicted in Fig. E.1. In this contact we distinguish three different parts: the reservoirs $L$ and $R$, with their respective chemical potentials, and a central region formed by $N$ atomic layers \(^1\) numbered as indicated in the figure, which can contain an arbitrary constriction. In principle, the reservoirs $L$ and $R$ can have an arbitrary shape and we assume that they provide a region where the temperature and the chemical potential are constants. This separation of the contact in these three subsystems is somewhat arbitrary and one can play with that.

As explained in Chapter 6, we describe an atomic contact with the following electronic tight-binding Hamiltonian:

\[
\hat{H} = \sum_{i\alpha, \sigma} \varepsilon_{i\alpha} c_{i\alpha \sigma}^\dagger c_{i\alpha \sigma} + \sum_{i\alpha \neq j\beta, \sigma} t_{i\alpha, j\beta} c_{i\alpha \sigma}^\dagger c_{j\beta \sigma}, \quad (E.1)
\]

\(^1\)The existence of ordered layers is not necessary. In the picture is shown like this to make easy their numbering.
Figure E.1: Schematical representation of an atomic contact. We distinguish three parts: a central region and two leads.

where $i, j$ run over the atomic sites and $\alpha, \beta$ denote the different atomic orbitals (the number of orbitals in each site is denoted by $N_{\alpha, \beta}$). We assume that the hopping elements only connect nearest-neighbor atoms.

Our aim is to determine the current through the contact induced by a constant bias voltage, $eV = \mu_L - \mu_L$. Let us start evaluating the current at the interface between the left lead $L$ and the layer 1, which in the tight-binding representation adopts the form

$$I = \frac{ie}{h} \sum_{i \in L, j \in 1, \alpha, \beta, \sigma} \left\{ t_{i\alpha,j\beta} \langle \tilde{c}^\dagger_{i\alpha,\sigma} \tilde{c}_{j\beta,\sigma} \rangle - t_{j\beta,i\alpha} \langle \tilde{c}^\dagger_{j\beta,\sigma} \tilde{c}_{i\alpha,\sigma} \rangle \right\}, \quad (E.2)$$

where $i$ runs over the atoms of the left electrode which are connected with the atoms in the layer 1, and $j$ runs over the atoms of the layer 1. The indexes $\alpha$ and $\beta$ indicate the different atomic orbitals.

As stated in Chapter 6, to calculate the current we make use of nonequilibrium Green functions techniques, the so called Keldysh formalism which is described in detail in Appendix A. We can express the expectation values appearing in the current
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expression in terms of the Keldysh Green functions $\hat{G}^{+-}$. These functions give information on the distribution function of the system, and in an atomic basis have the following form

$$G^{+-}_{\alpha\beta} (\tau, \tau') = i \langle \hat{c}_{\beta, \sigma}^\dagger (\tau') \hat{c}_{\alpha, \sigma} (\tau) \rangle. \quad (E.3)$$

Using this expression one can write the current as

$$I = \frac{e}{\hbar} \sum_{i \in L, j \in 1; \alpha, \beta, \sigma} \left\{ t_{i\alpha, j\beta} G^{+-}_{j\beta, i\alpha} (\tau, \tau) - t_{j\beta, i\alpha} G^{+-}_{i\alpha, j\beta} (\tau, \tau) \right\}. \quad (E.4)$$

The current can be expressed in a more compact way by defining the hopping matrix $\hat{t}_{L1}$ y $\hat{t}_{1L}$ whose elements are given by

$$\begin{align*}
(\hat{t}_{L1})_{i\alpha, j\beta} &= t_{i\alpha, j\beta} \text{ con } i \in L; \ j \in 1 \\
(\hat{t}_{1L})_{i\alpha, j\beta} &= t_{i\alpha, j\beta} \text{ con } i \in 1; \ j \in L. \quad (E.5)
\end{align*}$$

In the same way, similar matrix can be defined for the Green function $G^{+-}$. Then, one can express the current as

$$I = \frac{2e}{\hbar} \text{Tr} \left\{ \hat{G}^{+-}_{L1} (\tau, \tau) \hat{t}_{L1} - \hat{t}_{1L} \hat{G}^{+-}_{L1} (\tau, \tau) \right\}, \quad (E.6)$$

where Tr denotes the trace over orbitals in layer 1. The prefactor 2 comes from the sum over spins, since we are not going to consider any magnetic situation, and we can thus suppress the superindex $\sigma$ in the Green functions.

The different Green functions only depend on the difference of temporal arguments, what makes that the problem admit a stationary solution. This fact allow us to Fourier transform with respect to the difference of the temporal argument and expressing the current as

$$I = \frac{2e}{\hbar} \int_{-\infty}^{\infty} dE \text{Tr} \left\{ \hat{G}^{+-}_{L1} (E) \hat{t}_{L1} - \hat{t}_{1L} \hat{G}^{+-}_{L1} (E) \right\}. \quad (E.7)$$

As we can see, the current is expressed in terms of the trace of a matrix whose dimension is $M_1 \times N_{arb}$, where $M_1$ is the number of atoms in the layer 1. Then, in principle there are $M_1 \times N_{arb}$ entry channels. The problem has been now reduced to the determination of the functions $G^{+-}$ in terms of the hoppings and energy levels of the Hamiltonian (E.1). We shall calculate these functions considering the coupling term between the electrodes and the central region as a perturbation. Then, starting from the Green functions for the three isolated systems we shall determine the corresponding functions for the whole system. With this choice, the self-energies of the problem are the hopping matrix defined in Eq. (E.5) and the equivalent one for the interface between the layer $N$ and the right electrode.
We make use of the Dyson equation in Keldysh space to write the functions $G^{+-}$ as follows
\[ \begin{align*}
\hat{G}_{L1}^{+-} &= \hat{g}_{LL}^{+-} \hat{t}_{L1} \hat{G}_{11}^{a} + \hat{g}_{LL}^{r} \hat{t}_{L1} \hat{G}_{11}^{+-} \\
\hat{G}_{L1}^{+a} &= \hat{G}_{11}^{+a} \hat{t}_{L1} \hat{g}_{LL}^{a} + \hat{G}_{11}^{+a} \hat{t}_{L1} \hat{g}_{LL}^{+-},
\end{align*} \]
where $g^{r,a}$ are the (retarded, advanced) Green functions of the corresponding uncoupled subsystems. Introducing this equation in the current expression and making use of the relation $\hat{G}^{+-} = \hat{G}^{a} - \hat{G}^{r}$ we obtain
\[ I = \frac{2e}{\hbar} \int_{-\infty}^{\infty} dE \text{ Tr} \left\{ \hat{G}_{11}^{+} \hat{t}_{1L} \hat{g}_{LL}^{+-} \hat{t}_{L1} - \hat{G}_{11}^{+} \hat{t}_{1L} \hat{g}_{LL}^{a} \hat{t}_{L1} \right\}. \]

Then, we determine $\hat{G}^{(+)-(-)}$ by means of the relation
\[ \hat{G}^{(+)-(-)} = \left( \hat{1} + \hat{G}^{r} \hat{t} \right) \hat{g}^{(+)-(-)} \left( \hat{1} + \hat{t} \hat{G}^{a} \right). \]

Taking the element $(1,1)$ (referred to the layer 1) we obtain
\[ \hat{G}_{11}^{(+)-(-)} = \hat{G}_{11}^{a} \hat{t}_{1L} \hat{g}_{LL}^{(+)-(-)} \hat{t}_{L1} \hat{G}_{11}^{a} + \hat{G}_{11}^{r} \hat{t}_{1L} \hat{g}_{RR}^{(+)-(-)} \hat{t}_{R1} \hat{G}_{11}^{a}. \]

Substitution of this equation in the expression of the current yields
\[ I = \frac{2e}{\hbar} \int_{-\infty}^{\infty} dE \text{ Tr} \left\{ \hat{G}_{1N}^{r} \hat{t}_{1N} \hat{g}_{RR}^{+-} \hat{t}_{R1} \hat{G}_{1N}^{a} \hat{t}_{1L} \hat{g}_{LL}^{+-} \hat{t}_{L1} - \hat{G}_{1N}^{r} \hat{t}_{1N} \hat{g}_{RR}^{a} \hat{t}_{R1} \hat{G}_{1N}^{a} \hat{t}_{1L} \hat{g}_{LL}^{a} \hat{t}_{L1} \right\}. \]

Let us recall that the unperturbed functions $g^{+-}$ and $g^{+}$ satisfy the relations:
\[ \hat{g}^{+-} = \left( \hat{g}^{a} - \hat{g}^{r} \right) f = 2i \text{ Im} \left\{ \hat{g}^{a} \right\} f \]
\[ \hat{g}^{+} = \left( \hat{g}^{a} - \hat{g}^{r} \right) f(f - 1) = 2i \text{ Im} \left\{ \hat{g}^{a} \right\} (f - 1), \]
where $f$ is the Fermi function. Thus, the current can be expressed as
\[ I = \frac{8e}{\hbar} \int_{-\infty}^{\infty} dE \text{ Tr} \left\{ \hat{G}_{1N}^{r} \hat{t}_{1N} \text{ Im} \left\{ \hat{g}_{RR}^{a} \right\} \hat{t}_{R1} \hat{G}_{1N}^{a} \hat{t}_{1L} \text{ Im} \left\{ \hat{g}_{LL}^{a} \right\} \hat{t}_{L1} \right\} \left[ f_{L} - f_{R} \right]. \]

One can further simplify the current expression noticing that the following self-energies appear in the previous expression:

\footnote{We do not write the argument $E$ explicitly. Moreover, since there are no inelastic processes involved in this model, the self-energies $\Sigma^{+-}$ associated with them vanish.}
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\[ \hat{\Sigma}_L = \hat{t}_{1L} \hat{g}^a_{1L} \hat{t}_{L1} \]
\[ \hat{\Sigma}_R = \hat{t}_{NR} \hat{g}^a_{NR} \hat{t}_{RN}, \]

(E.15)

These self-energies describe the coupling between the reservoirs and the central region. The current is expressed in terms of these self-energies as

\[ I = \frac{2e}{h} \int_{-\infty}^{\infty} dE \ T(E, V) [f_L - f_R], \]

(E.16)

where \( T(E, V) \) is an energy and voltage dependent total transmission probability given by

\[ T(E, V) = 4 \text{Tr} \left[ \hat{\Sigma}_R^* \text{Im} \left\{ \hat{\Sigma}_R \right\} \hat{\Sigma}_L \text{Im} \left\{ \hat{\Sigma}_L \right\} \right]. \]

(E.17)

One can further symmetrize this expression by using the cyclic property of the trace and write \( T(E, V) = \hat{t}(E, V) \hat{t}^\dagger(E, V) \), where

\[ \hat{t}(E, V) = 2 \text{Im} \left\{ \hat{\Sigma}_L \right\}^{1/2} \hat{G}_1^r \text{Im} \left\{ \hat{\Sigma}_R \right\}^{1/2} \]

(E.18)

is the transmission matrix of the system. The existence of \( (\text{Im}\hat{\Sigma})^{1/2} \) as a real matrix is warranted by \( \text{Im}\hat{\Sigma} \) being positive definite.

Finally, the current adopts the form

\[ I = \frac{2e}{h} \int_{-\infty}^{\infty} dE \ \text{Tr} \left\{ \hat{t}(E, V) \hat{t}^\dagger(E, V) \right\} [f_L - f_R], \]

(E.19)

valid for arbitrary bias voltage. In the linear regime this expression is simplified giving a zero-temperature conductance given by the Landauer formula

\[ G = \frac{2e^2}{h} \text{Tr} \left\{ \hat{t}(E_F, 0) \hat{t}^\dagger(E_F, 0) \right\} = \frac{2e^2}{h} \sum_{i=1}^{M_1 \times N_{\text{orb}}} T_i, \]

(E.20)

where \( T_i \) are the eigenvalues of \( \hat{t}^\dagger \) at the Fermi level. As one can see, in principle the number of channel would be \( M_1 \times N_{\text{orb}} \), which is the dimension of the matrix \( \hat{t}^\dagger \) evaluated in layer 1. But as we stated at the beginning of this appendix, the separation in three subsystems in somewhat arbitrary and one can evaluate the current in any point. Thus, it is evident that the actual number of channels is controlled by the narrowest part of the constriction. So, in the case of an one-atom contact analyzed in chapters 6 and 7, the number of channels is the number of orbitals of the central atom, and the transmission evaluated in the central atom can be expressed as

\[ \hat{t}(E) = 2 \text{Im} \left\{ \hat{\Sigma}_L \right\}^{1/2} \hat{G}^r_{cc} \text{Im} \left\{ \hat{\Sigma}_R \right\}^{1/2}, \]

(E.21)
where \( \hat{G}_{cc} \) is the Green function of the central atom and now the self-energies describe the coupling between the central atom and the rest of the system. Then, the transmission evaluated at the central atom is a matrix whose dimension is \((N_{\text{orb}} \times N_{\text{orb}})\), i.e. the actual number of channels is \( N_{\text{orb}} \). Using the analytical properties of the Green functions, it can be shown that the whole spectrum of the transmission matrix is conserved from layer to layer, giving rise to the same channels in any case. Thus, it is convenient from the computational point of view to evaluate the transmission at the central atom, where its dimension is minimum.

To end this section we shall briefly comment some details about the calculation of the Green functions of the system. As we have seen, the calculation of the Green functions is reduced to determine the different retarded and advanced Green functions of the system in equilibrium \(^3\). These functions are formally defined as \( \hat{G}^{r,a} = (\hat{E} \pm i0^+ - \hat{H})^{-1} \). In particular, for the one-atom contact it is easy to show, following the perturbative scheme indicated above, that the central atom Green function is given by \( \hat{G}^{r,a}_{cc} = \hat{G}^{r,a}_{\text{cc}} = [\hat{E}I - i0^+ - \hat{H}_0 - \hat{\Sigma}_L - \hat{\Sigma}_R]^{-1} \), where \( \hat{H}_0 \) is the Hamiltonian of the central atom, i.e. it is a diagonal matrix which contains the atomic levels. On the other hand, the self-energies correspond to the ones of Eq. (E.15), which describe the left and right electrodes starting from the central atom.

The self-energies are determined in terms of the Green functions of the uncoupled electrodes. As commented in chapter 6, the system that we study consist of a central neck of arbitrary length finally connected to two perfect semiinfinite crystals, which represent the electrodes. The Green functions of a infinite surface can be determined with arbitrary precision by means of standard recursive methods, like the ones described in Ref. [254]. The idea behind these methods is to determine the Green functions of a plane, transforming to a Bloch basis which diagonalizes the problem, and then connecting the different planes with interplane hoppings. This converts the problem in a one dimensional problem, like the one of a tight-binding linear chain, easily solvable by means of recursion.

### E.2 Fourth channel in \( sp \)-like metal contacts

This subsection is devoted to the analysis of why the fourth channel in \( sp \) like metals one-atom contacts is closed for all energies. Fig. E.2 shows the transmission of such channel as a function of energy for the Al one-atom contact of Fig. 6.6(a).

First of all, due to the splitting between the \( p_z \) and \( p_x - p_y \) central atom levels, provoked by the contact geometry, the problem is separated in two subspaces: the \( s - p_z \) subspace and the \( p_x - p_y \) subspace. This converts the problem of the analysis

\(^3\)The readers who want to learn more about the techniques used for determining the Green function of a tight-binding system are encouraged to consult Ref. [122].
E.2. FOURTH CHANNEL IN SP-LIKE METAL CONTACTS

![Graph of transmission as a function of energy for an Al one-atom contact (N = 1).](image)

Figure E.2: Transmission of the fourth channel as a function of energy for an Al one-atom contact (N = 1).

of the transmission in two (2 × 2) problems. As we are interested in what happens to the fourth channel, which is a combination of the s and p_z central atom orbitals, we shall concentrate in the first subspace.

In the subspace s – p_z the transmission evaluated at the central atom is a (2 × 2) matrix given by Eq. (E.21), where

\[
\text{Im} \left\{ \hat{\Sigma}_L \right\} \equiv \hat{\Gamma}_L = \begin{pmatrix} \Gamma_{ss}^L & \Gamma_{sp_z}^L \\ \Gamma_{p_z s}^L & \Gamma_{p_z p_z}^L \end{pmatrix}
\]

(E.22)

is the matrix scattering rate which describes the coupling between the central atom and the left electrode in the sp_z subspace. On the other hand, \( \text{Im} \left\{ \hat{\Sigma}_R \right\} \equiv \hat{\Gamma}_R \) is given by a similar expression. In order to have a vanishing eigenvalue of the matrix \( \hat{\Gamma} \), it is sufficient that one of the scattering rate matrix has a vanishing determinant. This determinant is zero if the following condition holds:

\[
\Gamma_{ss} \Gamma_{p_z p_z} = \Gamma_{sp_z} \Gamma_{p_z s},
\]

(E.23)

4Let us recall that \( \hat{\Gamma} \) is a positive definite matrix, what makes that \( \Gamma_{ss} \Gamma_{p_z p_z} \geq \Gamma_{sp_z} \Gamma_{p_z s} \).
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where we have suppressed the indexes $L$ and $R$ because no matter what electrode we are referring. Let us recall that these rates are given by the expression $\Gamma_{L} = \tilde{t}_{L} \text{Im} \{ \tilde{g}_{iL} \} \tilde{t}_{LC}$, where $\tilde{t}_{L}$ is the hopping matrix which connects the central atom and the left hand side electrode, like the one in Eq. (E.5). It is easy to convince oneself that in order to verify the condition (E.23) it is sufficient that the hopping connecting the central atom and its neighbors satisfy the relation

$$t_{ss} t_{p_{z} p_{z}} = t_{sp} t_{p_{z} s}.$$  \hfill (E.24)

![Figure E.3: Histogram of the fourth channel for the Al one-atom contact of Fig. 6.9.](image)

It is worth noticing that the hoppings we are considering are projections of the matrix elements $V_{ss\sigma}$, $V_{pp\sigma}$ and $V_{sp\sigma}$. For any metal the relation $V_{ss\sigma} V_{pp\sigma} \sim V_{sp\sigma}$ is approximately verified, so that the condition (E.24) holds approximately for the considered geometries and so does the condition (E.23).

It is important to remark that in order to have a vanishing eigenvalue of $\tilde{t} \tilde{t}^\dagger$ it is only necessary that the condition (E.23) be verified approximately. Great deviations of this condition are necessary for having a non-negligible transmission for this channel, what explains why it is closed even in presence of disorder due to the symmetry of the orbitals ($s$ and $p_{z}$) involved. This is illustrated in Fig. E.3 where the histogram of the fourth of the Al one-atom contact corresponding to Fig. 6.9 is shown. As it
can be seen large random deviations of the hoppings are not enough for opening this channel at the Fermi level.
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