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Abstract

We investigated sex effects and the effects of educational attainment (EA) on the covariance structure of the WAIS-III in a subsample of the Spanish standardization data. We fitted both first order common factor models and second order common factor models. The latter include general intelligence ($g$) as a second order common factor. The results indicate that sex differences in means are due mainly to the WAIS-III factors Working Memory (WM) and Perceptual Organization (PO), rather than to the second order $g$ factor.

In treating EA as a predictor of the first common factors, we found that EA explained a significant, but clearly varying, amount of variance in the 4 first order common factors. Differences in explained variance over sex were very small. Treating EA as a predictor in the second order common factor model, we found that EA predicted $g$ and first order factor Verbal Comprehension (VC). The relationships between PO, WM, and Perceptual Speed (PS) and EA are mediated by $g$. In treating EA as a dependent variable, we found that VC and PS were the only significant predictors of EA in the first order common factor model. In the second order common factor model, the same result was obtained. While VC and PS were significant predictors of EA, the second order factor $g$, and PO and WM were not.

The results are of theoretical interest in the light of the Ankney–Rushton paradox, and the role of $g$ in educational attainment.

D\textsuperscript{2} 2005 Elsevier Inc. All rights reserved.

1. Introduction

The aim of the present paper is to examine the effects of sex and level of educational attainment on the factor structure of the Wechsler Adult Intelligence Scale (WAIS-III; TEA, 1998) in the 1998 Spanish standardization sample. Previous analyses of these data addressed the relationship between educational attainment, sex, and general intelligence ($g$; Jensen, 1998) in separate analyses (Colom, Abad, Garcia, & Juan-Espinosa, 2002; Colom, Garcia, Juan-Espinosa, & Abad, 2002). These analyses involved the method of correlated vectors, or the factor analysis of the WAIS subtest correlation matrix augmented with the sex–subtest point bi-serial correlations (Jensen, 1998; Nyborg, 2003). The present analyses are based on the method of covariance and mean structure analysis (CMSA; Bollen, 1989; Jöreskog & Sörbom, 1999). As discussed...
below, this methodological approach to the multi-group analysis of IQ test scores has a number of advantages.

The issue of sex effects on psychometric intelligence test scores is interesting in the light of the so-called Ankney–Rushton paradox (Lynn, 1994, 1999). This paradox concerns the relationship between sex, brain volume, and IQ test scores. It has been established that brain volume and g correlate about .4 (Rushton & Ankney, 1996; Vernon, Wickett, Bazana, & Stelmack, 2000), and that males have larger brain volumes (Ankney, 1992; Rushton, 1992). However, according to the received view, sex differences in g are absent (Brody, 1992; Jensen, 1998; Loehlin, 2000). The apparent paradox is this: if brain size is related to g, and males and females differ in brain volume, why do they not differ in g? One solution was presented by Lynn (1994, 1999), who proposed that, contrary to the received view, there are sex differences in general intelligence (see also Nyborg, 2004). According to Lynn, the received view is incorrect due to the failure to take into account developmental differences in the maturation between boys and girls (see also Jensen, 1998). Differences between boys and girls may be difficult to discern in samples in the age range from, say, 10 to 16 years, because sex differences in general intelligence and differences in maturation rates are confounded. This is an important point, for which Colom and Lynn (2004) offered support. Another source of contention concerns the operationalization of g. For instance, sex differences are absent on Raven Progressive matrices (RPM), which measures g well according to Jensen (1998). Lynn views the sum of primary or group factors (e.g., verbal comprehension, reasoning, and spatial abilities) as a more appropriate definition of g. It is with respect to this sum score that Lynn had established a sex difference, which is consistent with the sex difference in brain size. Lynn (1999) cautioned that the absence of a sex effect in the Wechsler full-scale IQ test scores is due to the under-representation of abilities that favor males in the Wechsler tests. Ankney (1992, 1995; see also Jensen, 1998) suggested that sex differences in intelligence subtest scores are due to sex differences in primary or group factors, rather than g. These sex differences concern a well-established male advantage in quantitative (i.e., mathematical, spatial) reasoning (Voyer, Voyer, & Bryden, 1995).

Colom, Garcia, et al. (2002) investigated the role of g in sex differences in the WAIS-III standardization data using the method of correlated vectors, and found that g was not the source of sex difference in WAIS-III subtest scores. Colom, Juan-Espinosa, Abad, and Garcia (2000) reported a similar result based on other intelligence tests, including the Primary Mental Ability subscales. Aluja-Fabregat, Colom, Abad, and Juan-Espinosa (2000) also investigated the role of sex differences in g using a variety of measures pertaining to cognitive abilities and academic performance. Factor analyses of the correlation matrix augmented with the point-biserial sex–subtest correlation suggested that a sex difference in g is absent.

Educational attainment (EA) is uncontroversial as there is no doubt that IQ test scores and level of EA are correlated (as high as .4 to .7; Brody, 1992; Jensen, 1998; MacKintosh, 1998). As Jensen (1998) states: “If there is any unquestioned fact in applied psychometrics, it is that IQ tests have a high degree of predictive validity for many educational criteria, such as grades, school drop out, number of years of schooling, probability of entering college, and after entering, probability of receiving a bachelor’s degree” (p. 277). Although the association between IQ and EA is beyond doubt, there is some disagreement concerning the causal nature of this association (Ceci & Williams, 1997; Herrnstein & Murray, 1994; Wahlsten, 1997; Winship & Korenman, 1997). In addition, as with sex differences, demonstrating an association between EA and IQ subtest scores or full-scale IQ is one thing, but establishing the role of g in the association is another. Ackerman and Lohman (2003, p. 289) have noted the paucity of results explicitly addressing the relationship between g, rather than IQ test scores, and educational outcomes.

Colom, Abad, et al. (2002) investigated the relationship between g and EA using the method of correlated vectors. They concluded that there is no significant association between g and mean differences between levels of EA on the WAIS-III subtest scores. Colom, Juan-Espinosa, Abad, and Garcia (2000) reported a similar result based on other intelligence tests, including the Primary Mental Ability subscales. Aluja-Fabregat, Colom, Abad, and Juan-Espinosa (2000) also investigated the role of sex differences in g using a variety of measures pertaining to cognitive abilities and academic performance. Factor analyses of the correlation matrix augmented with the point-biserial sex–subtest correlation suggested that a sex difference in g is absent.

In the present paper we address the issues of sex effects and EA effects using multi-group covariance and mean structure analyses (MG-CMSA). The outline of the present paper is as follows. First we explain briefly why we use MG-CMSA, rather than other, simpler methods. We present details concerning the sample, the measures, and the results of preliminary analyses. We then present the MG-CMSA models that we apply to investigate sex differences, and explain

---

1 We note that from a purely statistical point of view, the correlations themselves do not necessarily pose a paradox. If $X$ is positively correlated with $Y$ (say, .4), and $Y$ is positively correlated with $Z$ (say, .5), $X$ and $Z$ may be uncorrelated (Langford, Schwertman, & Owens, 2001).
how we evaluated goodness of fit. Subsequently, we present the results of MG-CMSA of sex differences. We then present the regression models used to investigate the role of EA in psychometric IQ. We treat EA both as a dependent variable and an independent variable in relation to the IQ test scores. This strategy is not meant to unveil the direction of causality, which is not possible in cross-sectional data. Rather it is meant to gain a detailed insight into the relationship between g and EA. We conclude this paper with a discussion.

2. Multi-group covariance and mean structure analysis (MG-CMSA)

MG-CMSA is a well-established method to study group differences in means and covariance structures within the confirmatory common factor model (e.g., Byrne, Shavelson, & Muthén, 1989; Jöreskog, 1971; Little, 1997; Marsh & Grayson, 1990; Millsap & Everson, 1991; Ployhart & Oswald, 2004; Rock, Werts, & Flaugher, 1978; Sörbom, 1974; Vandenberg & Lance, 2000; Widaman & Reise, 1997). Specifically in the study of group differences in IQ test scores, MG-CMSA was advocated by Gustafsson (1992), Horn (1997), Millsap (1997), and Dolan (2000). Gustafsson (1992), Dolan (2000), Dolan and Hamaker (2001), Lubke, Dolan, Kelderman, and Mellenbergh (2003), and Dolan, Roorda, and Wicherts (2004) applied MG-CMSA to study ethnic differences in psychometric intelligence. Wicherts et al. applied this method to study the Flynn effect (Wicherts et al., 2004), and stereotype threat (Wicherts, Dolan, & Hessen, in press). van der Sluis et al. (in press) used this method to study sex differences in the Dutch WAIS-III-R.

Compared to other methods that are used to investigate group differences in IQ, MG-CMSA has the following advantages. First, it allows one to formulate and test measurement invariance in a rigorous manner (Lubke et al., 2003; Mellenbergh, 1989; Meredith, 1993; Widaman & Reise, 1997). This is an essential prerequisite for the comparison of groups with respect to latent variables (e.g., g). Often measurement invariance is studied by calculating congruence measures, which express the collinearity of factor loadings. However, a formal statistical test of this measure is lacking. Also, it is unclear what value of this measure is viewed as acceptable, which compounds the problems of statistical testing. Finally, and most importantly, the congruence measure is simply not sufficient to establish measurement invariance (Meredith, 1993). A second advantage of MG-CMSA is that it offers the means to compare competing hypotheses using rigorous statistical (goodness of fit) criteria. These include the hypothesis that g is the only or the main source of group differences, and the hypothesis that primary group factors are the source of group differences. Clearly, to demonstrate convincingly the predominance of g as the source of group differences, it is important to establish that the g model fits the data acceptably, and that it fits the data better than competing models.

The method of correlated vectors was devised by Jensen to investigate the role of g in the relationship between IQ subtest scores and other variables such as sex, race, scholastic achievement or educational attainment (Jensen, 1998). The relationship between the method of correlated vectors and MG-CMSA is discussed at length in Millsap (1997), Dolan (2000), Dolan and Hamaker (2001), and Lubke et al. (2003). Although this method has largely met with explicit or implicit approval and is viewed as viable (e.g., Gray & Thompson, 2004), very little is known about its validity or robustness. Lubke, Dolan, and Kelderman (2001), in the only known simulation study of this method, demonstrated that the method of correlated vectors is insensitive to model violations. Dolan et al. (2004) demonstrated this in analyses of real data. In addition, this method produces a single correlation, but little is known about the values that this correlation should assume for one to reject the role of g in group differences. Values ranging from about .3 to .8 have been interpreted in support of a major role of g in group differences. We note that Nyborg (2003) warns that the method of correlated vectors is not suitable to investigate small sex differences. This raises the problem of how large group differences should be for this method to work. In view of the many applications of the method of correlated vectors, these problems appear to be poorly understood (see also Ashton & Lee, in press).

Nyborg favors the Schmid–Leiman factor analysis of the correlation matrix of the subtests and sex (using the point bi-serial correlation coefficient to express the relationship between subtest scores and sex). This exploratory procedure does not involve goodness of fit testing or the comparison of competing models. In addition, because this statistical procedure has yet to be validated, nothing is known about how robust it is given model violations.

Finally, Lynn (1999) favors comparing sexes with respect to a measure of g derived by adding primary common factors scores. Assuming the second order g factor model is tenable, the simple summation of first order factor scores may yield a reasonable approxima-
The age is shown in the 4th row, grades are shown in the 3rd row.

The analyses of sex differences in IQ were limited to the first 3 age groups, i.e., ages 16 to 34Y. These groups were pooled to form a male and a female sample, comprising 307 and 281 cases, respectively. The decision to limit the analyses to this age range is based on the fact that an analysis of variance (ANOVA) revealed a significant effect of age group on educational attainment \((F(5,1363)=112.6, p<0.001)\). Post hoc analyses revealed that the first three age groups (16–34Y) did not differ with respect to mean educational level. The means (std) are 2.75 (.90), 2.84 (.62), 2.82 (.74), in the age group 16–19, 20–24, and 25–34, respectively. Age groups 4 to 6 differed both mutually and from the first three age groups. The means (std) equal 2.28 (.90), 1.74 (.84), 1.42 (.63) in the age groups 35–54, 55–69, and 70+, respectively. In addition, ANOVAs revealed a main effect of age group on all 14 subtests. As with educational level, we found that this main effect was due to mean differences between the first three age groups (16–34Y) versus age groups 4, 5, and 6. Differences in means of the subtest in the first three groups were absent. Males and females in the age range 16–34Y are comparable with respect to educational attainment \((F(1,586)=1.17, \text{ ns})\) and age \((F(1,586)=.042, \text{ ns})\), and also with respect to geographical region \((x^2(3)=.978, \text{ ns})\). In conclusion, limiting the MG-CMSA of sex differences to the first three groups has the important advantage that these age groups are homogeneous with respect to the educational attainment and to the WAIS-III subtest scores. Were one to pool all age groups, the covariance and mean structure would obviously be distorted by age group differences.

In the analyses of the relationship between WAIS-III scores and educational attainment (EA), we face the problem that age in the range (16 to 34Y) and level of EA are partially confounded. Specifically, because enrollment in college (level 4) generally takes place after 18 in Spain, it is unknown whether a given 16-year-old will attain level 4. We therefore investigated the relationship between the WAIS-III scores and educational attainment in the 20 to 34-year-olds (223 males, 202 females).

### 4. Preliminary analyses

The sample, limited to age range 16 to 34Y, comprised 307 males and 281 females. Table 2 contains the means and standard deviations of the males and females.
with respect to the 14 WAIS-III subtest scores. Means and covariance matrices are available upon request. Missing data were limited to 5 subtest scores in the male sample. A multivariate ANOVA revealed a main effect of sex ($F(14, 568) = 7.944, p < .001$). Table 2 also contains the mean differences ($\mu_m - \mu_f$) divided by the pooled standard deviation (Cohen’s effect size, denoted $\delta$), and the $p$-values associated with the $t$-test for each subtest. Adopting a liberal type I error rate ($\alpha$) of .05, we find that 5 of the 14 subtests display a significant mean difference. The males display a significant mean advantage on the subtests arithmetic, digit span, information, letter–number series, and block design.

Colom, Abad, et al. (2002), Colom, Garcia, et al. (2002) used the method of correlated vectors to investigate the hypothesis that $g$ was the main source of sex differences in the complete sample (full age range). They concluded that this hypothesis was not supported. Using the same method in the present age range, we obtained similar results based on the Schmid–Leiman exploratory factor analysis (Schmid & Leiman, 1957). The congruence measure between the $g$ loadings equaled .993. The correlation between the vector of standardized mean differences and $g$ loadings equals .31 (Pearson product moment correlation) and .22 (Spearman’s rho). Although it is presently unknown how large this statistic should be to conclude that $g$ is important, we assume that this value is too low to conclude that $g$ is the main source of group differences. Colom, Abad, et al. (2002), Colom, Garcia, et al. (2002) reported much lower values.

5. First and second order MG-CMSA

We present the first and second order factor models in general terms and discuss some identifying constraints. We then discuss the constraints associated with measurement invariance.

Let $y_{ij}$ denote the observed $p$-dimensional ($px1$) random column vector of subject $j$ in population $i$ (i.e., males or females). In the present case, $y_{ij}$ contains WAIS-III subtest scores. The following common factor model is assumed to hold for the observation $y_{ij}$

$$y_{ij} = v_{yi} + \Lambda_i \eta_{ij} + \varepsilon_{ij}, \quad (1)$$

where $\eta_{ij}$ is a $q$-dimensional random vector of common factor scores ($q < p$), and $\varepsilon_{ij}$ is a $p$-dimensional vector of residuals (Bollen, 1989). The residuals in $\varepsilon_{ij}$ contain both random error and a systematic component, uncorrelated with $\eta_{ij}$. The $(pxq)$ matrix $\Lambda_i$ contains factor loadings, which may be viewed as regression coefficients in the regression of subtest scores $y_{ij}$ on the common factors $\eta_{ij}$. The $(px1)$ vector $v_{yi}$ contains intercepts.

In Jensen’s applications of the method of correlated vectors, the common factor $g$ features as a second order common factor (Jensen, 1998), which is assumed to account for the covariance among the first order factors. In MG-CMSA, we introduce $g$ as a second order factor upon which the first order factors are regressed (e.g., Gustafsson, 1984, 1988; Rindskopf and Rose, 1988): $\eta_{ij} = (\Gamma_{ij} g_{ij} + \omega_{ij})$, where $\Gamma_{ij}$ is a (q1x1) matrix of loadings of the $q$ first order factors $\eta_{ij}$ on the single second order factor, $g_{ij}$, and $\omega_{ij}$ is a (q1x1) vector of random (first order) uncorrelated residual terms. $g_{ij}$ and $\omega_{ij}$ are assumed to be uncorrelated. The model of the observations is now:

$$y_{ij} = v_{yi} + \Lambda_i (\Gamma_{ij} g_{ij} + \omega_{ij}) + \varepsilon_{ij}. \quad (2)$$

Assuming that $\eta_{ij}$ and $\varepsilon_{ij}$ in Eq. (1) are uncorrelated, the expected (model) mean vector ($\mu_{yi}$) and covariance matrix ($\Sigma_{yi}$) in population according to this model are:

$$\mu_{yi} = v_{yi} + \Lambda_i \mu_{g} + \mu_{\omega}$$

$$\Sigma_{yi} = \Lambda_i \Sigma_{g} \Lambda_i^t + \Sigma_{\omega}, \quad (4)$$

where superscript $t$ denotes transposition, $\Sigma_{yi}$ represents the (qxq) covariance matrix of the first order common factors ($\eta_{ij}$), $\Sigma_{\omega}$ represents the (pxp) covariance matrix of the residuals ($\varepsilon_{ij}$), and $\mu_{\omega}$ denotes the (q1x1) vector of factor means, $E[\eta_{ij}] = \mu_{\omega}$. In the second order factor model (Eq. (2)), $\mu_{\omega}$ and $\Sigma_{\omega}$ are modeled as follows:

$$\mu_{\omega} = \Gamma_{ij} \mu_{g} + \mu_{\omega}$$

$$\Sigma_{\omega} = \Gamma_{ij} \sigma^2_{g} \Gamma_{ij}^t + \Sigma_{\omega}, \quad (6)$$

where $\sigma^2_{g}$ is the variance of $g$, $\Sigma_{\omega}$ is the diagonal (qxq) covariance matrix of the first order residuals, $\mu_{g}$ is the mean of $g$, and $\mu_{\omega}$ is the (q1x1) vector of the means of the first order factor residuals (i.e., $\omega_{ij}$). The second order factor model is thus:

$$\mu_{yi} = v_{yi} + \Lambda_i \left[ \Gamma_{ij} \mu_{g} + \mu_{\omega} \right] \quad (7)$$

$$\Sigma_{yi} = \Lambda_i \left[ \Gamma_{ij} \sigma^2_{g} \Gamma_{ij}^t + \Sigma_{\omega} \right] \Lambda_i^t + \Sigma_{\omega}. \quad (8)$$

\(^2\) MG-CMSA was based on the mean vectors and covariance matrices. In the male sample these were calculated using raw data likelihood estimation in LISREL 8, in view of the 5 missing subtest scores (see Shafer & Graham, 2002). Raw data likelihood estimation is optimal, but given the very small number of missing data, other methods, e.g. pairwise deletion, are likely to be as good.
So far we have presented general multi-group covariance and mean structure models. In fitting these models to the WAIS-III data we introduce a number of identifying constraints (Bollen, 1989). First, we specify a configuration of factor loadings, which corresponds to the expected configuration of the WAIS-III (WAIS-III, WMS-III Technical Manual, Psychological Corporation, 1997). This configuration includes sufficient fixed zero loadings to avoid rotational indeterminacy (see Table 3). Second, to be able to estimate the (co)variances of latent variables, we fix certain elements in $\Lambda_i$ and $\Gamma$, to equal 1. This is a standard scaling constraint in confirmatory factor analysis (Bollen, 1989). Third, where factor means are included in the models, we estimate factor mean differences, relative to an arbitrary reference group (Bollen, 1989; Sörbom, 1974). In the present case, the males will act as reference group, i.e., the means of the females will be estimated relative to the zero constrained means of the males. In addition to these identifying constraints, we introduce substantive constraints to investigate measurement invariance over the groups (Meredith, 1993). We outline these below.

6. Sex differences: factorial invariance models

We fit the following sequence of first order factor models in the male (subscript m) and female (subscript f) samples (see Horn & McArdle, 1992; Meredith, 1993; Widaman & Reise, 1997). First we fit the following model, noted model $A1$:

$$\Sigma_{yi} = \Lambda_i \Sigma_{\eta_i} \Lambda_i + \Sigma_{\epsilon_i} \text{ and } \mu_{yi} = \nu_{yi},$$

(9)

where the group subscript $i$ again denotes males or females. The matrices $\Lambda_m$ and $\Lambda_f$ have an identical configuration of factor loadings, but equality constraints over sex are absent. The configuration of estimated and zero factor loadings is based on the expected WAIS-III factor structure. Note that the means are included, even though they are unconstrained. This is important to maintain comparability of certain fit indices with indices of models, in which the means are constrained (Wicherts & Dolan, 2004). Model A1 serves to establish that the expected WAIS-III common factor model is acceptable in females and males. Subsequently, we introduce the constraint that the factor loadings are equal, $\Lambda_m = \Lambda_f = \Lambda$. We denote this model $A2$:

$$\Sigma_{yi} = \Lambda \Sigma_{\eta_i} \Lambda^t + \Sigma_{\epsilon_i} \text{ and } \mu_{yi} = \nu_{yi}.$$  

(10)

Model A2 implies that the regressions of the observed variables on the common factors are identical over the groups. This is a necessary condition for the comparison of the groups with respect to the common factors. Next we constrain the residual covariance matrices $\Sigma_{em} = \Sigma_{et} = \Sigma_e$ (model $A3$):

$$\Sigma_{yi} = \Lambda \Sigma_{\eta_i} \Lambda^t + \Sigma_e \text{ and } \mu_{yi} = \nu_{yi}.$$  

(11)

Finally, we add the means structure (model $A4$):

$$\Sigma_{ym} = \Lambda \Sigma_{\eta_i} \Lambda^t + \Sigma_e \text{ and } \mu_{yi} = \nu_y + \Lambda \mu_{\eta_i}.$$  

(12)

As it stands, model $A4$ is not identified, because it is not possible to estimate the factor means $\mu_{ym}$ and $\mu_{yf}$ simultaneously. As mentioned above, we estimate factor mean differences by fixing $\mu_{ym}$ to zero and estimating $\mu_{yf}$ relative to $\mu_{ym}$:

$$\mu_{ym} = \nu_y$$  

(13)

$$\mu_{yf} = \nu_y + \Lambda (\mu_{yf} - \mu_{ym}) = \nu_y + \Lambda \mu_{\eta_i}.$$  

(14)

where $\mu_{\eta_i} = (\mu_{yf} - \mu_{ym})$. Model A4 represents the hypothesis of strict factorial invariance (Meredith, 1993). In this model, the observed group differences are modeled explicitly as a function of latent group differences, i.e., differences with respect to the variables that we purport to measure (see Lubke et al., 2003, for a detailed discussion). Depending on the details of the results in fitting models A1 to A4, we may, where necessary, introduce modifications (see below).  

Next, retaining the constraints of model A3 to ease presentation, we introduce the 2nd order factor model (model $B1$):

$$\Sigma_{yi} = \Lambda \left( \Gamma \sigma_{\epsilon_i} \Gamma^t + \Sigma_{\epsilon_i} \right) \Lambda^t + \Sigma_e \text{ and } \mu_{yi} = \nu_{yi}.$$  

(15)

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected WAIS-III factor loading matrix</td>
</tr>
<tr>
<td>Subtest</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>VOC</td>
</tr>
<tr>
<td>SIM</td>
</tr>
<tr>
<td>ARIT</td>
</tr>
<tr>
<td>DS</td>
</tr>
<tr>
<td>INFO</td>
</tr>
<tr>
<td>COM</td>
</tr>
<tr>
<td>L–N</td>
</tr>
<tr>
<td>PC</td>
</tr>
<tr>
<td>COD</td>
</tr>
<tr>
<td>BD</td>
</tr>
<tr>
<td>MA</td>
</tr>
<tr>
<td>PA</td>
</tr>
<tr>
<td>SS</td>
</tr>
<tr>
<td>OA</td>
</tr>
</tbody>
</table>

* Note: Loading of PA on VC was added on the basis of modification indices.
Note that we fit the model with unstructured means so that we can evaluate the fit of the $g$ model on the covariance structure first. We subsequently introduce $M$ so that we can evaluate the fit of the model for the means (model $B_2$):

$$\mu_{ym} = v_y$$

(16)

$$\mu_{yt} = v_y + \Lambda \mu_{\omega_A} + \Lambda \Gamma \mu_{\Omega A},$$

(17)

where $\mu_{\omega_A} = (\mu_{ym} - \mu_{yt})$ and $\mu_{\omega_I} = (\mu_{yim} - \mu_{yit})$, i.e., as in model $A_4$, we model latent mean differences. It is not possible to estimate $\mu_{\omega_A}$ and all elements in $\mu_{\omega_I}$ simultaneously. For reasons of identification, one element in $\mu_{\omega_A}$ or the parameter $\mu_{\Omega A}$ has to be fixed to zero.

### 7. Assessment of model fit

Below we first fit models $A_1$, $A_2$, $A_3$, $A_4$, and $B_1$. To assess overall goodness of fit, we considered a variety of fit indices as recommended by Bollen and Long (1993). See Schermelleh-Engel, Moosbrugger, and Müller (2003) for a comprehensive account of goodness of fit indices. We report the consistent Akaike’s Information Criterion (CAIC), the expected cross-validation index (ECVI), the root mean square error of approximation (RMSEA), and the $\chi^2$ with the associated degrees of freedom. The lower the value of the CAIC, the better the fit of the model. The ECVI provides an indication of the discrepancy between the fitted covariance matrices in the analyzed samples and the expected covariance matrices that one would obtain in a second sample of the same size. ECVI produces the same rank order as the Akaike Information Criterion (AIC). Compared to the ECVI, and thus AIC, CAIC favors more parsimonious models. As with the CAIC, models with low values of the ECVI are preferable to models with large values. The RMSEA is a measure of the error of approximation of the specified model covariance and mean structures to the covariance and mean structures in the population(s). As a rule of thumb, Browne and Cudeck (1993) suggest that a RMSEA of about 0.05 or less is indicative of a good approximation. The $\chi^2$ is treated as a measure of (badness of) fit rather than as a formal test statistic (Jöreskog, 1993). We assess local misfit by inspecting the modification indices (MI). These are calculated for each parameter that is subjected to a constraint (e.g., fixed to a given value, or subjected to an equality constraint), and represent the decrease in $\chi^2$ that is expected were one to relax the constraint. A MI of 3.84 (6.63) is associated with a probability of .05 (.01). As the use of MIs may readily result in chance capitalization, we use the MIs with moderation. All models were fitted using normal theory maximum likelihood estimation in LISREL 8 (Jöreskog & Sörbom, 1999).3

### 8. Sex differences: results

In fitting multi-group confirmatory factor models, we adhere to the theoretical WAIS-III factor structure as closely as possible (TEA, 1998; Saklofske, Hildebrand, & Gorsuch, 2000; Ward, Ryan, & Axelrod, 2000). The WAIS-III is designed to measure the following first order, or primary factors: verbal comprehension (VC), perceptual organization (PO), working memory (WM), and perceptual speed (PS). Table 3 contains the theoretical configuration of factor loadings.

We first fitted model $A_1$ (Eq. (9)), i.e., a confirmatory factor model with four correlated factors (VC, PO, WM, PS), factor loading configuration ($A_I$) as shown in Table 3, and diagonal residual variance matrices ($\Sigma_{ei}$). The fit indices for this model are shown in Table 4.

The $\chi^2$ (140) equals 271.9, the RMSEA indicates that the approximate model fit is acceptable (.056). The largest modification indices concerned the covariance between the residuals of BD and OA (22.1 and 19.0 in the male and female samples, respectively), and the PA subtest loading on the factor VC (6.9 and 19.0 in the male and female samples, respectively). Although the value 6.9 in the male sample is not particularly large, it is the largest MI in the matrix $A_m$. We introduced these four parameters (covariance between the residuals of BD and OA, and factor loadings of PA on VC) to form model $A_{1r}$ ($A_1$ revised).4 The fit indices for this

---

3 All LISREL input files and summary statistics are available upon request.

4 The factor loading of PA on VC is also observed in exploratory factor analyses of the WAIS III reported in the WAIS III 1997 Technical Manual. The covariance between the residuals of BD and OA may be attributable to the fact that both involve a motor hand-coordination component.
model are shown in Table 4. The $\chi^2(136)$ equals 212.2, the RMSEA indicates that the approximate model fit is acceptable (.042), and both CAIC (958.0) and ECVI (.700) indicate that model A1r fits better than A1. The difference in $\chi^2(4)$ is considerable: 59.7 ($p < .001$). Fig. 1 contains the path diagram of the fitted factor model.

Retaining the modifications of model A1r, we introduced equal factor loadings $\Delta_m = \Delta_f$ (model A2; Eq. (10)). These equality constraints are acceptable. The $\chi^2(148)$ equals 239.8, the RMSEA equals .044, and the CAIC of 895.9 indicates that the more parsimonious model A2 fits better than A1r. The ECVI shows negligible deterioration (.703 vs. .700). Next we fitted model A3 (Eq. (11)), in which the residual covariance matrices ($\Sigma_{res} = \Sigma_{rel}$) and factor loadings ($\Delta_m = \Delta_f$) are equal over sex. The $\chi^2(163)$ equals 253.1, the RMSEA equals .041, and both CAIC (797.2) and ECVI (.672) indicate that model A3 fits relatively well.

We proceeded by fitting model A4, which includes the model for the means (Eq. (12)). The $\chi^2(173)$ equals 356.6, the RMSEA equals .059, and both CAIC (831.8) and ECVI (.823) indicate that model A4 fits poorly compared to model A3. These results suggest that the sex related subtest mean differences could not be modeled adequately by means of sex related common factor mean differences. The modification indices identify the subtests VOC (MI = 21.8), ARIT (MI = 24.8), INFO (MI = 42.6), and PC (MI = 14.9) as the variables causing this misfit. In the female sample the difference between the observed and the fitted means of these variables are .10 (VC), .15 (ARIT), .16 (INFO), and .11 (PC) in female std. units. Thus, female mean on VC is overestimated in this model, while the means of ARIT, INFO, and PC are underestimated. We removed the intercept equalities on these variables and refit the model, which we denote model A4r. Relaxing the intercept equalities in effect removes these four variables from the model of the means. The $\chi^2(169)$ of model A4r equals 270.6, the RMSEA equals .043, and both CAIC (768.2) and ECVI (.678) indicate that model A4r fits relatively well.

As we judge model A4r to be acceptable, we consider the results of this model in detail. The latent mean differences are $-0.227$ (VC; s.e. .091), $-0.232$ (PO; s.e. .090), $-0.211$ (WM; s.e. .086), and 0.002 (PS, s.e., .102). Expressed in standard deviation units in the female sample, these are $-0.229$ (VC), $-0.280$ (PO), $-0.255$ (WM), and 0.002 (PS). Judging by the standard errors, the mean differences are limited to the PO and the WM factors. Indeed, refitting the model with the mean differences of VC and PS fixed to zero, did not result in any appreciable deterioration in fit ($\chi^2(171) = 270.7$, RMSEA = .042, ECVI = .671, CAIC = 753.5). As shown in Table 5, the standard deviations of the common factors are slightly smaller in the female sample, as are the intercorrelations. Bearing in mind that the subtest VOC, ARIT, INFO, and PC have been effectively removed from the structural model for the means (and thus play no role in the common factor mean differences), we thus find that the sex differences with respect to the factor means (favoring males) are limited to the common factors PO and WM. Table 6 contains the observed and fitted mean, standardized residuals of the means and the MI of the intercepts.

The fact that the equality constraints on the intercepts of the subtests VOC, ARIT, INFO, and PC were unten-
able does not detract too much from the present results. Specifically, removing these variables from the structural model of the means, leaves three indicators (SIM, COM, PA) of VC, four indicators of PO, and two indicators of WM. These remaining indicators are sufficient to identify and test the common factor mean differences.

We proceeded by examining the second order factor model. In fitting model B1 (Eq. (15)), we removed the model for the means (these are now unconstrained as in model A3), and introduced the second order common factor \( g \). We removed the restrictions on the means, because we first want to establish whether the second order factor model fits the covariance structure adequately. Model B1 resembles model A3 in all details, except for the introduction of the second order factor \( g \), as shown in Fig. 2.

Comparing the fit indices of model B1 to those of A3, we find that the model fits relatively well. The \( \chi^2(170) \) equals 266.9, the RMSEA equals .042, and both CAIC (758.9) and ECVI (.671) indicate that the fit of model B1 is adequate. The female standard deviation of \( g \) is about .8 times the male standard deviation of \( g \) (6.74 vs. 5.43).

The \( g \) factor explains 78% (VC), 80% (PO), 43% (WM), and 53% (PS) of the variance of the first order factors in the male sample, and 62% (VC), 80% (PO), 38% (WM), and 36% (PS) in the female sample.

We next fitted the model with structured means (model B2, Eqs. (16) and (17)). As in model A4r, we do not constrain the means of the variables VOC, ARIT, INFO, and PC, i.e., the intercepts of these variables are again free to vary over sex. From fitting model A4r, we know that sex differences are limited to the first order common factors PO and WM. In model B2, we limited the latent mean difference to the second order common factor \( g \), and to the primary factors

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariance and mean differences of the common factors in model A4r, first order oblique common factor model with structured means</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>VC</th>
<th>PO</th>
<th>WM</th>
<th>PS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VC</td>
<td>1.00*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO</td>
<td>0.792</td>
<td>1.00*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WM</td>
<td>0.616</td>
<td>0.537</td>
<td>1.00*</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>0.624</td>
<td>0.711</td>
<td>0.587</td>
<td>1.00*</td>
</tr>
<tr>
<td>sd</td>
<td>1.00*</td>
<td>1.00*</td>
<td>1.00*</td>
<td>1.00*</td>
</tr>
<tr>
<td>Mean</td>
<td>0.00*</td>
<td>0.00*</td>
<td>0.00*</td>
<td>0.00*</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VC</td>
<td>1.00*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO</td>
<td>0.714</td>
<td>1.00*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WM</td>
<td>0.500</td>
<td>0.510</td>
<td>1.00*</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>0.417</td>
<td>0.856</td>
<td>0.280</td>
<td>1.00*</td>
</tr>
<tr>
<td>sd</td>
<td>0.919</td>
<td>0.826</td>
<td>0.826</td>
<td>0.947</td>
</tr>
<tr>
<td>Mean diff.</td>
<td>0.00*</td>
<td>--.232</td>
<td>--.211</td>
<td>0.00*</td>
</tr>
<tr>
<td>s.e</td>
<td>--.090</td>
<td>0.086</td>
<td>--.232</td>
<td>--.211</td>
</tr>
</tbody>
</table>

Parameters with an asterisk are fixed. Standard errors are reported for the differences in common factor means, which are estimated in the female sample.

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results of model A4r: fitted and observed means, standardized residuals (st.res) of the means, and modification indices (MI) associated with the equal intercepts</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subtest</th>
<th>Observed males</th>
<th>Fitted males</th>
<th>st.res males</th>
<th>Observed females</th>
<th>Fitted males</th>
<th>st.res females</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOC</td>
<td>42.1</td>
<td>42.0</td>
<td>0.26</td>
<td>43.3</td>
<td>43.4</td>
<td>--0.29</td>
<td></td>
</tr>
<tr>
<td>SIM</td>
<td>20.2</td>
<td>20.2</td>
<td>--0.20</td>
<td>20.3</td>
<td>20.2</td>
<td>0.25</td>
<td>.84</td>
</tr>
<tr>
<td>ARIT</td>
<td>14.6</td>
<td>14.5</td>
<td>0.21</td>
<td>12.9</td>
<td>12.9</td>
<td>--0.24</td>
<td></td>
</tr>
<tr>
<td>DS</td>
<td>17.4</td>
<td>17.3</td>
<td>0.48</td>
<td>16.6</td>
<td>16.6</td>
<td>--0.55</td>
<td>.23</td>
</tr>
<tr>
<td>INFO</td>
<td>18.8</td>
<td>18.8</td>
<td>0.26</td>
<td>17.1</td>
<td>17.1</td>
<td>--0.29</td>
<td></td>
</tr>
<tr>
<td>COM</td>
<td>19.8</td>
<td>19.6</td>
<td>0.73</td>
<td>19.4</td>
<td>19.6</td>
<td>--0.79</td>
<td>1.15</td>
</tr>
<tr>
<td>L–N</td>
<td>11.6</td>
<td>11.6</td>
<td>--0.06</td>
<td>11.2</td>
<td>11.1</td>
<td>0.16</td>
<td>.23</td>
</tr>
<tr>
<td>PC</td>
<td>20.2</td>
<td>20.2</td>
<td>0.21</td>
<td>20.5</td>
<td>20.5</td>
<td>--0.23</td>
<td></td>
</tr>
<tr>
<td>COD</td>
<td>76.6</td>
<td>77.6</td>
<td>--1.55</td>
<td>78.8</td>
<td>77.6</td>
<td>1.67</td>
<td>6.03</td>
</tr>
<tr>
<td>BD</td>
<td>47.7</td>
<td>47.0</td>
<td>1.86</td>
<td>44.7</td>
<td>45.4</td>
<td>--2.10</td>
<td>6.90</td>
</tr>
<tr>
<td>MA</td>
<td>19.5</td>
<td>19.6</td>
<td>--0.55</td>
<td>19.0</td>
<td>18.9</td>
<td>0.75</td>
<td>1.52</td>
</tr>
<tr>
<td>PA</td>
<td>15.7</td>
<td>15.6</td>
<td>0.61</td>
<td>15.1</td>
<td>15.2</td>
<td>--0.65</td>
<td>0.40</td>
</tr>
<tr>
<td>SS</td>
<td>35.8</td>
<td>35.4</td>
<td>1.21</td>
<td>35.0</td>
<td>35.4</td>
<td>--1.22</td>
<td>4.26</td>
</tr>
<tr>
<td>OA</td>
<td>35.0</td>
<td>35.3</td>
<td>--1.07</td>
<td>34.5</td>
<td>34.1</td>
<td>1.23</td>
<td>4.03</td>
</tr>
</tbody>
</table>

The intercepts of the subtests VOC, ARIT, INFO, and COD are free to vary over sex. These MIs are thus zero.
VC, PO, and WM. We fixed the latent mean difference associated with PS to zero for reasons of identification. We chose PS as here mean sex differences were absent (see above). The $\chi^2(176)$ of model B2 equals 284.4, the RMSEA equals .043, ECVI equals .677, and CAIC equals 729.7. As such this model fits as well as model A3r. However, the estimate of the mean difference in $g$ equals .032 (s.e. .953), which is not significant judging by its standard error. The estimates of the first order factor residual mean differences are $/C0_{252}$ (VC; s.e. .989), $/C0_{1.775}$ (PO; s.e. .921); $/C0_{1.746}$ (WM, s.e. .447). Judging by the standard errors the latent mean difference associated with VC is not significant.

Fixing the latent mean differences associated with $g$ and VC to equal zero, and refitting the model, we have $\chi^2(178)=284.5$, the RMSEA equals .043, both ECVI equals .670, and CAIC equals 715.1. We refer to this model as model B2r in Table 4. This model closely resembles model A4r. The only difference is that A4r is an oblique first order common factor model, while B2r is a second order common factor model. The model for the means is identical to A4r as it identifies the common factors PO and WM as the source of the sex differences. Table 7 contains the common factor covariance matrices and mean vectors. The observed and fitted means, standardized residuals of the means, and the modification indices associated with the intercepts closely resemble those of model A4r (see Table 6).

9. Educational attainment

The second aim of the present paper is to investigate the relationship between educational attainment (EA) and the common factors of the WAIS-III. The objective is to investigate the role of $g$ in the relationship between the common factors VC, PO, WM, and PS and EA. As mentioned above, Colom, Abad, et al. (2002), Colom, Garcia, et al. (2002) found that the relationship between EA and the WAIS-III subtest scores was not due to $g$. As the exact causal model linking EA and psychometric intelligence is unknown, we treat EA both as a dependent and as an independent variable in relation to the common factors. In adding EA to the factor model, we built on previous results (models A3 and B1). Having established the nature of sex differences, we relinquish the means model, as there are no sex related mean differences in EA. We do retain the two group approach, because there may be sex differences in the strength of association between educational attainment and the common factors, including $g$. Note that here the issue of measurement invariance remains important. For instance, any gender difference in the variance of EA explained by the WAIS common factor can only be interpreted unambiguously if measurement invariance of the WAIS with respect to gender has been established.

Table 8 contains the distribution of EA over the age groups and sex. Because subjects younger than 18

### Table 7
Covariance and mean differences of the common factors in model B2

<table>
<thead>
<tr>
<th>Common factor covariance matrix (correlation in parentheses)</th>
<th>VC</th>
<th>PO</th>
<th>WM</th>
<th>PS</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VC 4.627</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO 3.914</td>
<td>5.224</td>
<td>(.796)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WM 1.645</td>
<td>1.775</td>
<td>1.746</td>
<td>(.579)</td>
<td>(.588)</td>
<td></td>
</tr>
<tr>
<td>PS 2.131</td>
<td>2.300</td>
<td>.966</td>
<td>2.252</td>
<td>(.660)</td>
<td>(.671)</td>
</tr>
<tr>
<td>$g$ 1.904</td>
<td>2.055</td>
<td>.864</td>
<td>1.119</td>
<td>1.00*</td>
<td>(0.885)</td>
</tr>
</tbody>
</table>

% explained by $g$

<table>
<thead>
<tr>
<th>Means</th>
<th>0.784</th>
<th>0.809</th>
<th>0.427</th>
<th>0.556</th>
</tr>
</thead>
</table>

% var explained

<table>
<thead>
<tr>
<th>Means</th>
<th>0.617</th>
<th>0.805</th>
<th>0.380</th>
<th>0.366</th>
</tr>
</thead>
</table>

Mean differences (standard errors in parentheses)

<table>
<thead>
<tr>
<th>Means</th>
<th>0.0*</th>
<th>−0.501</th>
<th>−0.270</th>
<th>0.0*</th>
</tr>
</thead>
</table>

Asterisk indicates a fixed parameter. Factor mean differences are limited to the first order common factors PO and WM.

VC, PO, and WM. We fixed the latent mean difference associated with PS to zero for reasons of identification. We chose PS as here mean sex differences were absent (see above). The $\chi^2(176)$ of model B2 equals 284.4, the RMSEA equals .043, ECVI equals .677, and CAIC equals 729.7. As such this model fits as well as model A3r. However, the estimate of the mean difference in $g$ equals .032 (s.e. .953), which is not significant judging by its standard error. The estimates of the first order factor residual mean differences are $−.252$ (VC; s.e. .989), $−1.785$ (PO; s.e. .921); $−1.746$ (WM, s.e. .447). Judging by the standard errors the latent mean difference associated with VC is not significant. Fixing the latent mean differences associated with $g$ and VC to equal zero, and refitting the model, we have $\chi^2(178)=284.5$, the RMSEA equals .043, both ECVI equals .670, and CAIC equals 715.1. We refer to this
cannot achieve level 4 (college), we limited the subsequent analyses to the age groups 20 to 34. These data comprise 223 males and 202 females. Summary statistics for this subset of the data are available on request. There is no difference in the distribution of EA between the 20–24 and the 25–34 year olds (males: $\chi^2(3) = 5.13$, ns; females: $\chi^2(3) = 5.19$, ns).

10. Educational attainment as a predictor

We specify various regression model at the level of the common factors, while retaining the measurement constraints of model A3. Treating educational attainment as a predictor of the common factors in model A3, we specify the following regression

$$ H_{ij} = B_1 \text{EA}_{ij} + \zeta_{H_{ij}}, $$

where the subscript $i$ again denotes sex, and the subject $j$ denotes case. A schematic representation is shown in Fig. 3 (bottom left).

The $(4 \times 1)$ vector $\beta_1$ contains the regression coefficients. Assuming EA and $\zeta_{ij}$ are uncorrelated, the composition of common factor variance is as follows:

$$ \Sigma_{\eta_{ij}} = \beta_1^2 \sigma^2_{\text{EA}_i} + \Sigma_{\eta_{ij}}, $$

where $\sigma^2_{\text{EA}_i}$ is the variances of EA. The $(4 \times 4)$ matrix $\Sigma_{\eta_{ij}}$ represents the covariance matrices of the common factor residuals. The only differences with model A3 is that the covariance matrix of the common factors (e.g., in the males $\Sigma_{\eta_{i}}$; see Eq. (11)) is now decomposed into a component due to EA ($\beta_1^2 \sigma^2_{\text{EA}_i}$) and a residual covariance matrix ($\Sigma_{\eta_{ij}}$). As it is unreasonable to suppose that EA can completely account for the common factor covariances, the residual covariance matrices include freely estimated covariances.

We also introduced EA as predictor in model B1, i.e., the hierarchical common factor model with VO, PO, WM, and PS as first order common factors, and $g$ as the second order common factor. We specify the following regressions on $g$ on EA and the first order common factor residuals on EA:

$$ g_{ij} = \beta_2 \text{EA}_{ij} + \zeta_{g_{ij}}, $$

$$ \omega_{ij} = \beta_3 \text{EA}_{ij} + \zeta_{\omega_{ij}}, $$

where $\beta_2$ is a single regression coefficient, the $(4 \times 1)$ vector $\beta_3$ contains 4 regression coefficients, and $\zeta_{g_{ij}}$ and $\zeta_{\omega_{ij}}$ are residuals. See Fig. 3 (bottom right) for a schematic representation. The decomposition of variance is as follows:

$$ \sigma^2_{g_i} = \beta_2^2 \sigma^2_{\text{EA}_i} + \sigma^2_{\zeta_{g_i}} $$

$$ \sigma^2_{\omega_i} = \beta_3^2 \sigma^2_{\text{EA}_i} \beta_3^2 + \Sigma_{\omega_{ij}}, $$

Fig. 3. EA as predicted (top) and predictor (bottom) in the first (left) and second order (right) common factor model.
In terms of the implied decomposition of the first order factors we have:

\[
\Sigma_{ij} = \Gamma \left\{ \beta_2^2 \sigma_{EAm}^2 + \sigma_{gii}^2 \right\} \Gamma^t + \left\{ \beta_3 \sigma_{EAm}^2 \beta_3^t + \Sigma_{wii} \right\}.
\]  

(24)

Limiting ourselves to the males, we thus decompose the total variance of \(g\) into a part that is due to EA (\(\beta_2^2 \sigma_{EAm}^2\)) and a residual (\(\sigma_{gmm}^2\)). In addition, the first order common factor variance is decomposed into a part due to EA (\(\beta_3 \sigma_{EAm}^2 \beta_3^t\)) and a residual (diagonal covariance matrix \(\Sigma_{wmm}\)). It is not possible to estimate all four regression coefficients in \(\beta_3\) and the regression coefficient \(\beta_2\). One regression coefficient has to be fixed for reasons of identification.

### 11. Educational attainment as a predictor: results

We added EA to model A3, and regressed the common factors VC, PO, WM, and PS on this variable (Eq. (18)). The fit indices indicate that the model fitted well (\(\chi^2(1817)=273.6\), RMSEA=.043, EVCI=1.013, CAIC=847.4). The correlations between educational attainment and the common factors are shown in Table 9. The regression coefficients are all highly significant (\(p<.001\)).

As shown in Table 9, educational attainment explained about 28% (VC), 17% (PO), 10% (WM) and 17% (PS) of the variance of the common factors in the males sample, and about 29% (VC), 21% (PO), 13% (WM) and 18% (PS) in the female sample. The sex differences in explained variances are thus quite minor. The associated path diagram is shown in Fig. 4 (top).

Adding EA as a predictor to model B2, we face the problem that we cannot estimate the regression coefficients of the \(g\) and the four common factor residuals simultaneously. For reasons of identification, we have to fix a single regression coefficient to zero. However, in terms of goodness of fit it makes no difference which regression coefficient is fixed to zero. Model selection therefore has to be based on standard errors of the parameter estimates, on comparisons with more parsimonious models, and on ease of interpretation of the results. As shown in Table 10, we fitted all identified models (denote model A to J in Table 10).

On the basis of parsimony and the approximate significance of the parameters (underlined in Table 10), models A to E are rejected. Models G to J involve \(g\) and one first order factor. Of these models, G provides the best fit and is interpretable. Model H fits as well, but includes a negative regression coefficient, which is hard to interpret. Comparing model F (\(g\) only) and model G (\(g\) and VC), we find that model G fits better in terms of the fit indices (308.5 – 299.9 = 8.6, \(df=1, p = .003\)). Furthermore compared to models A to E, model G fits well. The likelihood ratio is not significant (299.9 – 296.7 = 3.2, \(df=2\), ns).

Based on these results, we favor the model, in which EA predicts \(g\) and VC directly. The prediction of PO,
WM, and PS runs via \( \gamma \) (see Fig. 4 bottom). Table 11 contains the correlation matrices of the common factors, \( g \), and EA obtained in model G. Table 11 also contains the percentages of variance in the first order factors explained by EA, and by \( g \), and EA combined. For instance in the males, we find that EA explained 22.8% of the variance of \( g \). This is a little higher in the females: 26.9%. The percentages of total variance explained in the first order factors are high, ranging from about 43.2% (WM in the males) to 86.1% (PO in the females). The variance explained in VC (75% and 68%) and PO (79% and 86%) is much higher than the variance explained in WM (43% and 47%) and PS (58% and 45%). The percentage of variance of the first order factors explained by EA independently of \( g \) is relatively smaller (e.g., 10% WM in males, 23.2% PO in females), but here again we find that the prediction of VC and PO is much stronger.

### 12. Educational attainment as a predicted variable

In treating EA as a dependent variable in relation to the first order common factors in model A3 involves the following model:

\[
EA_{ij} = \beta_4 \eta_{ij} + \zeta_{EAIj},
\]

and, assuming \( \eta_{ij} \) and \( \zeta_{EAIj} \) are uncorrelated, the following decomposition of variance of EA:

\[
\sigma_{EAIj}^2 = \beta_4 \Sigma_{\eta_{ij}} \beta'_4 + \sigma_{\zeta_{EAIj}}^2,
\]

where the \((4 \times 1)\) vector \( \beta_4 \) contains the regression coefficients, and \( \sigma_{\zeta_{EAIj}}^2 \) represents the residual variance of EA (see Fig. 3, top right). The matrices \( \Sigma_{\eta_{ij}} \) is the covariance matrices of the common factors. Thus we decompose EA variance into a part that is due to the common factors VO, PO, WM, and PS (i.e., in the females, \( \beta_4 \Sigma_{\eta_{ij}} \beta'_4 \)), and an unexplained, residual component \( \sigma_{\zeta_{EAIj}}^2 \).

Treating EA as a dependent variable in model B1, we regress EA on \( g \) and on the first order common factor residuals in the following regression model:

\[
EA_{ij} = \beta_5 \omega_{ij} + \beta_6 g_{ij} + \zeta_{EAIj},
\]

where \( \beta_6 \) is a single regression coefficient and \( \beta_5 \) is a vector containing 4 regression coefficients (Fig. 3 bottom right). Assuming \( \omega_{ij}, g_{ij}, \) and \( \zeta_{EAIj} \) are uncorrelated, we have the following decomposition of variance:

\[
\sigma_{EAIj}^2 = \beta_5 \Sigma_{\omega_{ij}} \beta'_5 + \beta_6 \Sigma_{g_{ij}} \beta'_6 + \sigma_{\zeta_{EAIj}}^2,
\]

where \( \Sigma_{\omega_{ij}} \) is the diagonal covariance matrix of the first order common factor residuals, and \( \sigma_{\zeta_{EAIj}}^2 \) is the variance of the residual. The decomposition of the variance...
in EA is decomposed into a part due to the regression on \( g \) (i.e., in the males \( B_6^2 S_2^g m \)), a part due to the regression on the first order common factor residuals (\( B_1^2/C_6^2 W_m B_1^2 t \)), and a residual (\( S_2^2 \sim wm \)).

13. Educational attainment as a predicted variable: results

In these analyses, we treated EA as a dependent variable, i.e., we regressed EA on the common factors (Eq. (25)). The fit of this model is acceptable: \( \chi^2(187)=273.4, \ RMSEA=.043, \ ECVI=1.00, \) and \( \text{CAIC}=835.4. \) The explained variance in EA remains about 30% (31.1% in males, 30.1% in females). The raw estimates of the remaining regression coefficients are significant judging by their standard errors: .317 (VO, s.e. .046) and .136 (PS, s.e. .049). The path diagram of this model is shown in Fig. 5 (top).

Finally we regressed EA on the primary factors (VO, PO, WM, PS) and on the second order factor \( g \) (Eq. (27)). The fit of this model is acceptable: \( \chi^2(193)=291.3, \ RMSEA=.046, \ ECVI=1.024, \) and \( \text{CAIC}=822.3. \) The estimates of the raw regression coefficients are .254 (VC, s.e. .072), .141 (PO, s.e. .157), .058 (WM, s.e. .071), .160 (PS, s.e. .072), and .665 (g, s.e. .648). Judging by the standard errors the regression on PO, WM, and \( g \) are not significant. In addition, the sign of the regression coefficient associated with \( g \) is negative, and thus hard to interpret. We refitted the model with the regression on \( g \) fixed to zero. As expected the fit of this model is almost unchanged: \( \chi^2(194)=292.5, \ RMSEA=.046, \ ECVI=1.023, \) and \( \text{CAIC}=816.8. \) The estimates of the raw regression coefficients are .170 (VC, s.e. .037), .022 (PO, s.e. .049), and .186 (PS, s.e. .070). Refitting the model with the non-significant coefficients fixed to zero did not result in any appreciable deterioration in fit: \( \chi^2(189)=273.4, \ RMSEA=.043, \ ECVI=1.00, \) and \( \text{CAIC}=835.4. \) The explained variance in EA remains about 30% (31.1% in males, 30.1% in females). The raw estimates of the remaining regression coefficients are significant judging by their standard errors: .317 (VO, s.e. .046) and .136 (PS, s.e. .049). The path diagram of this model is shown in Fig. 5 (top).
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Finally we regressed EA on the primary factors (VO, PO, WM, PS) and on the second order factor \( g \) (Eq. (27)). The fit of this model is acceptable: \( \chi^2(193)=291.3, \ RMSEA=.046, \ ECVI=1.024, \) and \( \text{CAIC}=822.3. \) The estimates of the raw regression coefficients are .254 (VC, s.e. .072), .141 (PO, s.e. .157), .058 (WM, s.e. .071), .160 (PS, s.e. .072), and .665 (g, s.e. .648). Judging by the standard errors the regression on PO, WM, and \( g \) are not significant. In addition, the sign of the regression coefficient associated with \( g \) is negative, and thus hard to interpret. We refitted the model with the regression on \( g \) fixed to zero. As expected the fit of this model is almost unchanged: \( \chi^2(194)=292.5, \ RMSEA=.046, \ ECVI=1.023, \) and \( \text{CAIC}=816.8. \) The estimates of the raw regression coefficients are .170 (VC, s.e. .037), .022 (PO, s.e.
.036), – .006 (WM, s.e. .039), and 0.104 (PS, s.e. .040). In this model about 31% of the variance in EA is explained in both the male and female samples. As we again find that the regression coefficients associated with WM and PO are not significant judging by the standard errors, we refitted the model with these regression coefficients fixed to zero. The fit of this final model is about the same \( \chi^2(196)=293.0 \), RMSEA = .045, ECVI = 1.016, and CAIC = 803.5. The variance explained in EA by VC and PS remained about 31% in both samples. The path diagram associated with this model is shown in Fig. 5 (bottom).

14. Discussion

We have obtained the following results concerning the factor structure of the WAIS in the present Spanish data. Overall, the expected factor structure fitted the data well. In investigating measurement (i.e., strict factorial) invariance with respect to gender in the first order factor model (model A4), we found that four subtest mean differences could not be accounted for by the common factor mean differences. These subtests are VOC, ARIT, INFO, and PC. The local misfit is caused by a female advantage on VOC, a male advantage on INFO (both are incompatible with the zero mean difference on the common factor VC), a male advantage with respect to ARIT (too great to be accounted for by the mean difference in the common factor PO), and the absence of sex differences with respect to PC (incompatible with the difference on common factor PO). While clearly detectable, the misfit with respect to means of these subtests is not very large in terms of effect (ranging from .10 to .16 female std. units). van der Sluis et al. (in press), in similar analyses of Dutch adult WAIS-IIIR data, also found that sex related mean difference on the INFO subtest could not be accounted for by a sex mean difference on VC. The male advantage with respect to Info is consistent with the results of Lynn, Irving, and Cammock (2001). The common factor mean differences could account for the observed mean differences on the remaining 10 subtests.

With respect to the mean structure model, we found in the first order common factor model that sex mean differences in WAIS-III subtest scores are explained by latent mean differences in the common factors Perceptual Organization (PO) and Working Memory (WM). As shown in Table 5, in the females the means of the common factors PO and WM are –.232 and –.211, respectively (.23 and .21 in male std. units, .28 and .25 in female std. units). We note also that the lower means are associated with lower standard deviation in the female sample .826 (PO) and .826 (WM). van der Sluis et al. (in press) similarly observed a male advantage on PO and WM, and no gender difference on VC. However, in contrast to the present results, van der Sluis observed a significant female advantage in PS. This may reflect a difference between the Dutch and the Spanish samples.

We also considered sex differences in the second order common factor. In this model, we found that sex differences in the first order common factors PO and WM provided a parsimonious and well fitting account of the sex differences in the subtests. Thus here we observed similar differences in factor means as in the first order factor model.

In conclusion, the present results indicate that sex differences in WAIS-III subtest scores are not due to \( g \). This conclusion is consistent with Colom, Garcia, et al. (2002), van der Sluis et al. (in press), and supports Ankeny’s hypothesis that the link between brain volume, sex differences and IQ test scores is due to differences in primary common factors (PO and WM). We found no sex-related mean difference in VC and PS. The absence of gender differences in VC is consistent with the results of the meta-analysis of Hyde and Linn (1988). The present conclusion runs counter to both Nyborg (2003) and Lynn (1994, 1999), who suggest that \( g \) is the source of sex differences. Presumably, this is due to the differences in statistical methodology. The present approach, comprehensive model-based modeling based on the theory of factorial invariance (Meredith, 1993), is superior to the methods used by Nyborg and Lynn.

In addition to sex differences, we investigated the relationship between the common factors of the WAIS-III and educational attainment (EA). Again we conducted analyses in both the first order common factor model and in the second order common factor model to assess the role of \( g \). Because the exact causal model linking EA and IQ common factors is unknown, we treated EA both as a dependent and as an independent variable. This strategy is preferable to, say, assigning EA the role of dependent variables, as it provides detailed information on the inter-relationship of these variables.

The regression of the common factors on EA indicated that EA is a significant predictor of all the first order common factors. However, the variance explained by educational attainment differs considerably from factor to factors: approximately 27% (VC), 20% (PO), 10% (WM), and 15% (PS). In the second order common factor model, we found that educational attainment
predicted g well. A single additional path was required that directly linked the residual of VC and educational attainment. Here we thus find that g plays an important role in linking the effects of EA on the common factors VC, PO, WM, and PS.

In treating EA as a dependent variable in relationship to the common factors, we obtained the following results. In the first order factor model, we found that the common factors VC and PS predict EA. The common factors PO and WM do not contribute to this prediction. In the second order common factor model, we again found that the common factors VC and PS predict educational attainment. The second order common factor g is related with EA, but the relation runs via these first order factors. The direct regression of educational attainment on g is not significant. Overall we observed fairly minor gender differences in the variances explained in the analyses of the WAIS subtest scores and EA.

In conclusion, while there is no doubt that IQ test scores and educational attainment are related, the nature of the relationship is subtle. Specifically, the hypothesis that g is the dominant predictor of educational attainment is not supported in these data. Rather the first order factors VC and PS predict educational attainment. However, when educational attainment is treated as the independent variable, we find that it predicts the IQ test scores mainly through the g factor. These results demonstrate that the well-established correlation between g and EA (over .5 in the present data) says very little about the structure of the regression of EA on g and its indicators (VC, PO, WM, PS). As we have demonstrated, this structure can investigated using covariance structure modeling.
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